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Chapter 1

Introduction

1.1 Why do we need Concept-Based Multimedia
Retrieval?

More and more of our lives is captured in digital multimedia documents,
such as audio recordings, pictures or videos. For example, many children
have a digital second life in the form of thousands of photos and endless
hours of video footage being captured from the very moment of their birth.
On the other extreme, patients suffering from amnesia can be helped through
their external memory, which is automatically recorded by a camera taking
more than 2,000 photos per day (Berry et al., 2009). Furthermore, in the
professional domain, multimedia documents are a necessity. For example,
press agencies store digital images and videos of almost every event of public
interest (Enser, 1995), and cultural heritage archives digitize their multimedia
assets for preservation and improved accessibility (Heeren et al., 2009).
There are the following main explanations for this trend. First, since
the mid-1990s the production and storage of new content as well as the
digitization of existing content has become constantly easier and cheaper.
Second, some information types, for example learning material, can be faster
absorbed via multimedia documents than by text (Moreno and Mayer, 1999).
Finally, for many people multimedia content is more attractive than text —“A
picture is worth a thousand words”. As a result, multimedia collections grow
rapidly, both in terms of numbers and volume. This growth and the wealth
of information in the collections make an automated search facility (called
a retrieval engine), which fulfills a user’s information need, indispensable.
The research discipline aiming to improve this search is called multimedia
retrieval and is derived from the more general field of information retrieval.
In order to find documents which fulfill an information need, retrieval
engines base their search on document representations. Today, most mul-
timedia retrieval engines use document representation of manually created,
textual metadata, such as assigned keywords (tags) (Ames and Naaman,
2007). Ranking multimedia documents using textual document representa-

1
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tions often returns good results, since well performing text retrieval engines
can be re-used. However, the use of manually created metadata also has ser-
ious limitations. First, the metadata is time consuming to create. Second, if
the metadata is created by laymen it is subjective and ad-hoc (“How did I
name this picture again?”’) and employing professionals to create metadata is
expensive (Ordelman et al., 2007). Finally, because of the amount of required
metadata it is practically infeasible to allow users to search for particular seg-
ments inside a video.

Concept-based multimedia retrieval which is based on document repres-
entations consisting of automatically detected concept occurrences was pro-
posed to improve upon the limitations of manually created metadata, see
Naphade and Smith (2004) for an overview of this emerging research dis-
cipline. For this introduction, the reader can think of a concept as a label
attached to a (part of a) multimedia document where all users agree that
this label is appropriate. For example, a concept could be a Flower, a Car
or a scene being OQutdoor. Here, we refer to concepts by English terms. How-
ever, these terms are just references to the concept which itself is language-
independent and could be referred to in other languages or by computer
codes. For example, the concept Flower could also be referred to as Fleur
(French for Flower) or #F1 (a reference to this concept in a computer). Fur-
thermore, a concept is modality independent!. For example, the concept
Singing Bird can occur in the visual modality as well as in the audio modal-
ity2. Note that there are other research areas in information retrieval which
use concepts, for example in the biomedical domain (Trieschnigg et al., 2009)
or for the description of web pages (Loh et al., 2000). However, in this work
we will focus on the use of concepts in multimedia retrieval.

The main advantages of concept-based multimedia retrieval are the fol-
lowing. First, the detection of concepts is performed by computers and is
therefore cheaper and less time consuming to perform than manual creation
of metadata. Second, a retrieval engine relying on textual metadata will
have problems fulfilling a users’ information need corresponding to the an-
imal Jaguar when he expresses this need by the term ’Jaguar’ in the query.
The reason is that the retrieval engine cannot determine whether metadata
which contains the term ’Jaguar’ refers to an animal or to a car. However,
in concept-based retrieval this is not a problem, once the retrieval engine
knows that the user is referring to the animal concept Jaguar. Finally, the
modality independence of concepts simplifies the unified retrieval of different
kinds of multimedia documents. For example, searching for “Singing Birds”
can return images of a singing bird or audio recordings.

Unfortunately, concept-based retrieval is not yet ready for large-scale ap-
plication in the real world. The main obstacles are the following. First, it
is difficult to automatically detect concepts in multimedia documents (Yang
and Hauptmann, 2008a) since the appearance of concepts is often different.

I A modality is a sense through which the human can receive the output of the computer.
2A more elaborate and precise definition of concepts can be found in Chapter 2.
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For example, cars exist in many different colors and shapes making it difficult
for a computer to detect that all of them are Cars. Second, translating the
user’s information need into concepts is problematic, since a retrieval engine
has to find, for instance, the correspondence between the concept Jaguar
and the way a Chinese user would express this information need (Natsev
et al., 2007). Finally, current research is concentrated on searching for short
bits of videos. For example, fulfilling the information need “Find me a jag-
uar”. Here, a suitable document representation is the occurrence of a Jaguar.
However, users can also be interested in longer video segments (Vries et al.,
2004), for example for the information need “Find me hunting jaguars”. Here,
representing a video segment by the occurrence of a Jaguar is not expressive
enough. The retrieval engine cannot differentiate between segments where a
Jaguar is only briefly shown and segments to which the concept is important.
Therefore, the document representation should contain the importance of a
Jaguar in a video segment to fulfill the information need.

The remainder of this chapter is structured as follows. Section 1.2 intro-
duces the basic components of a retrieval engine. Section 1.3 identifies the
main problems in multimedia retrieval addressed in this thesis. In the follow-
ing section, Section 1.4 defines the scope of this thesis and gives an overview
of the proposed approach. Then, Section 1.5 explains the research questions.
In Section 1.6, an outline of the remainder of this thesis is presented.

1.2 The Basic Components of a Retrieval En-
gine

This section introduces the basic components which are commonly used by
retrieval engines. This basic vocabulary is introduced because this thesis
adds to it, see Section 1.4. The basic components of a retrieval engine are
motivated by the root challenge of information retrieval which is described
by Spérck-Jones and Willett (1997) as follows.

“The root challenge in retrieval is that (information-) user need
and document content are both unobservable, and so is the rel-
evance relation between them”.

Figure 1.1 shows the basic components of a retrieval engine inspired by the
conceptual model for information retrieval by Fuhr (1992) and the following
discusses the components shown.

The three topmost components in Figure 1.1, information need, docu-
ment content and relevance are the central objects in information retrieval.
They are, according to Sparck-Jones and Willett (1997), unobservable, which
means that the computer cannot comprehend their meaning, which is actu-
ally a question of not being able to represent their content. For example,
a retrieval engine will never be able to capture all aspects of a painting by
van Gogh or an information need corresponding to “exciting times”, certainly
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| Relevance 1
' Information Need | i Document Content |
[Query Formulation] [ Content Analysis ]
Query Analysis Result
Score Function _
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Figure 1.1: The basic components of a retrieval engine based on the con-
ceptual model for information retrieval by Fuhr (1992).

because they will differ from user to user. As a result, the relevance of a
document to an information need is also unobservable.

In order to represent a document, the content analysis process extracts
features from each document (see the right part of Figure 1.1). The output
of the content analysis process is called the analysis result and consists of all
supplied features produced by the content analysis process.

During the query formulation process an information need is translated
by a user into a query, which can be processed by the retrieval engine (see
the left part of Figure 1.1). Based on a query, the score function definition
process performs three sub-processes.

(1) The score function definition determines the document representation,
which will be used to answer the query, by selecting a subset of the
features of the analysis result. For a concept-based retrieval system,
this sub-process selects the concepts which should be used to answer a

query.

(2) The score function definition estimates a weight for each selected fea-
ture in the document representation.

(3) The score function definition defines a score function which takes doc-
ument representations as arguments and uses the estimated weights to
calculate a ranking score value.
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In this work the first two sub-processes are jointly referred to as the concept
selection and weighting process.

A retrieval model is the theory behind the score function definition process
and is not shown in Figure 1.1. In text retrieval the research of retrieval
models has received considerable attention, which is one of the reasons for
the success of internet retrieval engines today (Baeza-Yates and Ribeiro-Neto,
1999). On the other hand, in concept-based multimedia retrieval, retrieval
models do not receive as much attention because the content analysis process
is perceived as the biggest bottleneck to performance (Snoek and Worring,
2009).

The match process iterates over all documents of a collection and applies
the score function to the document representation, resulting in a ranking
score value for each document. The documents are then sorted in descending
order by the ranking score value to produce the answer to the query, a ranked
list of documents.

Figure 1.1 has the following differences with the conceptual model for
information retrieval by Fuhr (1992). First, the mathematical symbols for
the components, used by Fuhr (1992), replaced in Figure 1.1 by descriptive
text. Second, the score function definition process has been used instead of
two processes by Fuhr (1992), one which defines the features belonging to
the document representation and one which separately defines the weights
of these features. A single process was chosen because the results of both
alternatives — Fuhr’s and ours — have to correspond (the weightings have
to match the features in the document representation). Furthermore, in
our definition, for each query a new score function is defined and invoked
in the matching process while Fuhr (1992) defines the score function as an
anonymous part of the matching process. We opt for an explicit definition
of the score function because of its importance in later chapters.

1.3 Fundamental Problems in Content-Based
Multimedia Retrieval

Content-based multimedia retrieval, of which concept-based multimedia re-
trieval is a relatively new sub-discipline, has the benefit that it does not
depend on manually created metadata because it relies on document rep-
resentations which are created by a purely computer-based content analysis
process. However, the problems of content-based multimedia retrieval can
be demonstrated on the basis of the two most active sub-disciplines.

In content-based image retrieval document are typically represented by
high dimensional vectors, called low-level features, which are only inter-
pretable by computers. The problem of representing documents by their
low-level features is also often referred to as the semantic gap (Smeulders
et al., 2000):



6 | Chapter 1 — Introduction

“The semantic gap is the lack of coincidence between the inform-
ation that one can extract from the visual data and the interpret-
ation that the same data have for a user in a given situation. |...]
A user looks for images containing certain objects or conveying a
certain message. Image descriptions, on the other hand, rely on
data-driven features and the two may be disconnected.”

Here, the data-driven features refer to the document representation consisting
of low-level features in our terminology. Therefore, it is impossible to dir-
ectly match low-level features onto information needs, the query formulation
process that is best understood is the so-called query-by-example paradigm
where a user has to produce an example picture which is used for retrieval.
However, Markkula and Sormunen (2000); Rodden et al. (2001) show that
it is difficult for a user to formulate his query using this paradigm. Further-
more, when content-based image retrieval techniques are adapted to wvideo
retrieval, low-level features are extracted for discrete time units, for example
video shots of around ten seconds length®. However, if information needs refer
to longer video segments the features which could be used to rank documents
can be spread over the whole video segment. This makes the score function
definition more difficult because the document representations of low-level
features now also contain a time dimension which is difficult to include in a
score function.

On the other hand, in spoken document retrieval transcripts of the spoken
words are used as a document representation. Spoken document retrieval
produces poor retrieval results if the transcript contains errors, for instance
because the recordings were taken in noisy surroundings and important words
were not included in the transcript (Mamou et al., 2006). Additionally, to
predict whether retrieval engines will perform better if the number of errors
reduces is a problem frequently addressed in content-based retrieval (Wit-
brock and Hauptmann, 1997). Furthermore, in spoken document retrieval,
events, such as Applause, are normally not included in the transcripts and
therefore the search is limited to the spoken content.

In concept-based retrieval, concept detectors try to detect the occurrence
of a predefined set of concepts (the concept vocabulary). The research on
concept detector techniques is mainly focused on video data (Snoek and
Worring, 2009) but was also proposed for image data (Wang et al., 2008)
and audio data (Lu, 2001; Peng et al., 2009). After the detection process,
which is performed off-line, a retrieval engine uses the detector output to
answer queries.

In theory, there are several advantages of concept-based retrieval over
other content-based retrieval methods. First, the query formulation in concept-
based retrieval is improved compared to the one in content-based image re-
trieval. The reason is that with a sufficiently large concept vocabulary most
queries can be expressed by concepts, which is difficult with low-level features

3See Section 2.3.1 for a definition.
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because of the semantic gap. Second, compared to spoken document retrieval
engines which limit the document representation to transcripts of the spoken
content, concept-based retrieval can represent events, such as Applause.

However, although some problems are reduced in concept-based retrieval,
the following problems persist and will be addressed by this thesis.

P1 Document Representation Uncertainty Today, the performance of
concept detectors is often limited. As a result, the detectors often wrongly
decide whether a concept occurs in a video or not. This leads to doc-
ument representation uncertainty which is the reason why most current
approaches use the detectors’ confidence about the concept occurrence
as a document representation instead of the actual occurrence. However,
a major problem with using this document representation is that score
functions are difficult to define (Snoek and Worring, 2009) and the search
performance is limited (Yang and Hauptmann, 2008a).

P2 Query Formulation Support Users may not always be familiar with
the, possibly large, concept vocabulary of the retrieval engine. Further-
more, the definition of score functions requires concept-specific weights
which often depend on the collection, which the user is normally not
familiar with. Therefore, it is difficult for users to formulate queries by
selecting concepts themselves and a user interface has to support the user
in formulating his query.

P3 Support for Longer Video Segments Concept detection is usually
done on a video shot level. However, users can also be interested in
finding longer video segments (Vries et al., 2004) and the occurrence of
useful concepts can be spread over the shots of the longer video segment.
It is therefore a problem how to combine the detector output of multiple
shots for retrieval. This problem has been pointed out occasionally, but
up till now was under addressed.

P4 Search Performance Prediction As mentioned before, concept de-
tector performance is currently still limited, which leads to limited search
performance. Therefore, the prediction of the search performance of cur-
rent retrieval engines under improved detector performance is an im-
portant problem for justifying the research effort put into concept-based
retrieval (Hauptmann et al., 2007).

1.4 Scope and Overview of the Proposed Ap-
proach

This thesis considers pure concept-based retrieval without query refinement
after the initial query. Note that this sometimes leads to a lower performance
compared to combining modalities (for example, concepts with text) and
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Figure 1.2: Changes in the components of a retrieval engine proposed by
this thesis.

including user interaction (Snoek and Worring, 2009; Yan, 2006). However,
there are the following advantages of this focused scope:

e The focused scope allows an isolated investigation of the effects of doc-
ument representation uncertainty for concept-based document repres-
entations.

e The proposed techniques are applicable to collections where informa-
tion from some modalities is not available. For example, pure concept-
based search can be used for the application area of surveillance cameras
where no spoken text is extracted.

e The techniques are also applicable if other modalities are available and
if user interaction is allowed.

This thesis describes the principal ingredients to address the fundamental
problems of concept-based retrieval described in Section 1.3. The main the-
oretical contribution of this thesis is the Uncertain Representation Ranking
(URR) framework which is derived from the Nobel Price winning Portfolio
Selection Theory by Markowitz (1952). The URR framework explicitly mod-
els the document representation uncertainty by allowing multiple document
representations per document. The framework replaces the classical retrieval
process, shown in Figure 1.1, by the one shown in Figure 1.2.
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In Figure 1.2, the features of the analysis result (the detector output)
are not directly used as a document representation. Instead, the possible
document representations consisting of concept occurrences and absences,
called a concept-based document representation, are used for ranking. Based
on the analysis result, the new representation distribution process assigns
each concept-based document representation a probability of being the actual
representation. In the match process, a retrieval score value is calculated
for each document representation possibly re-using an existing text retrieval
model. Afterwards, a new combination process combines the retrieval score
values of the possible document representations to a final ranking score value
of the document based on the previously defined probabilities. The described
changes of the retrieval components have the following advantages.

Re-use of Text Retrieval Models Concept-based document represent-
ations are similar to existing document representations in text retrieval. For
example, the occurrence of a concept in a multimedia document can be com-
pared with the assignment of an index term to a book, a document repres-
entation which has often been used in text retrieval, see for example Maron
and Kuhns (1960); Robertson et al. (1982). Therefore, text retrieval models
can be re-used for concept-based retrieval. This improves the score function
definition process because of the following reasons. First, the mathematical
blueprint (Hiemstra, 2001) of a score function in a text retrieval model has
proven to be successful (Baeza-Yates and Ribeiro-Neto, 1999). Second, it
is easier to set weights for a concept occurrence than for a detector’s con-
fidence. For example, collection statistics similar to the well-known inverse
document term frequency (Spéarck-Jones, 1972) express the importance of a
concept which can be used for the assignment of weights.

Longer Video Segments If longer video segments are considered as a
series of video shots, the concept occurrences of the shots in a segment can
be combined to the concept frequency of the segment. Furthermore, concept
frequencies correspond to some extent with term frequencies. This is the
case since both are intuitively a measure of the importance of the concept or
term in a document — the more frequent a Jaguar occurs in a video segment,
the more important the concept is to this segment. Term frequencies and
inverse document frequencies are used in many existing text retrieval models
today which allows re-use of these models for concept-based retrieval for
longer video segments, which is problematic with current multimedia retrieval
approaches.

1.5 Research Questions

The following research questions, which can be derived from the stated prob-
lems in Section 1.3, are answered by this thesis:
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Q1 Can a general framework be defined for document representation uncer-
tainty, which re-uses text retrieval for concept-based retrieval?

Q2 How can the document representation and its weights be defined auto-
matically and in a user-friendly manner for an information need?

Q3 How can the retrieval of longer video segments be supported based on
concept occurrence in video shots?

Q4 What is the impact of the proposed ranking framework and the concept
selection and weighting method on the retrieval performance?

Q5 How can we predict whether improved concept detection will make a cur-
rent concept-based retrieval engine applicable to real-life applications in
the future?

1.6 Outline

This section describes the structure of this thesis.

Chapter 2 describes work related to this thesis. First, basic notation
and definitions are given. Second, the basics of concept detection techniques
are described, which are needed to understand this thesis. Finally, exist-
ing retrieval models for concept-based multimedia retrieval are reviewed by
checking whether they contain proposed desirable properties.

Chapter 3 presents the URR framework, a general framework for ranking
documents, based on multiple possible document representations and com-
bining the resulting scores into a single retrieval score value. The framework
transfers the Portfolio Selection Theory in finance by Markowitz (1952) to
the problem of ranking documents with uncertain document representations.
This chapter emerged from the ideas presented in Aly (2009).

Chapter 4 describes a method to select a concept-based document repres-
entation and set the concepts’ weights for an information need. The proposed
method uses a development collection, created to train concept detectors, for
which a textual representation is created. For a textual query, a text re-
trieval engine ranks the development collection and this ranking and the
known concept occurrences are used to select the concepts and set required
weights. This chapter is based on Aly et al. (2009) which emerged from our
joint work (Hauff et al., 2007).

Chapter 5 applies the URR framework from Chapter 3 to video shot
retrieval, using the probability of relevance retrieval model (Robertson, 1977),
based on a document representation of binary concept occurrences. This
chapter is based on Aly et al. (2008a) and was evaluated in the TRECVid
evaluation campaign in Aly et al. (2008b).

Chapter 6 applies the URR framework from Chapter 3 to the retrieval
of longer video segments. Here, concept frequencies are used as a document
representation. By using their similarity to term frequencies, the language
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model ranking function from text retrieval (Hiemstra, 2001) is adapted to
concept-based retrieval. This chapter is based on Aly et al. (2010).

Chapter 7 proposes a method to simulate concept detectors and the sim-
ulation result is used to show that the concept-based retrieval paradigm can
show good results. This chapter is based on Aly and Hiemstra (2009a) and
accompanying material provided in Aly and Hiemstra (2009b).

Finally, Chapter 8 draws conclusions from the answers to the research
questions given in this thesis and proposes future work.






Chapter 2

Concept-Based Retrieval Models

2.1 Introduction

As mentioned in Section 1.2, retrieval models are treated less formally in
concept-based retrieval than in text retrieval. This can be seen from the
fact that in most works the retrieval function is pragmatically described as a
weighted sum, where weights and summands often do not carry a thoroughly
defined meaning (Kennedy et al., 2008; Snoek and Worring, 2009).

In the following, a review of existing state-of-the-art retrieval models is
presented. The aim of the review is to investigate the way the retrieval
models attempt to solve the problems P1 and P2 described in Chapter 1:

P1 Document Representation Uncertainty Today, the performance of
concept detectors is often limited. As a result, the detectors often wrongly
decide whether a concept occurs in a video or not. This leads to doc-
ument representation uncertainty which is the reason why most current
approaches use the detectors’ confidence about the concept occurrence
as a document representation instead of the actual occurrence. However,
a major problem with using this document representation is that score
functions are difficult to define (Snoek and Worring, 2009) and the search
performance is limited (Yang and Hauptmann, 2008a).

P2 Query Formulation Support Users may not always be familiar with
the, possibly large, concept vocabulary of the retrieval engine. Further-
more, the definition of score functions requires concept-specific weights
which often depend on the collection, which the user is normally not
familiar with. Therefore, it is difficult for users to formulate queries by
selecting concepts themselves and a user interface has to support the user
with formulating his query.

As there is currently no concept-based retrieval model which addresses prob-
lem P3, the support for retrieval of longer video segments, it is left out
from the review, and the reader is referred to Chapter 6 where a method
to rank longer video segments is proposed. Furthermore, the problem P4,

13
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the prediction of the search performance of current retrieval engines under
improved detector performance, is discussed in Chapter 7 since it is not a
requirement of an operational retrieval engine. For an overview over the rest
of this chapter, Figure 2.1 shows an example of the components of a video
retrieval engine with references to the sections where the individual content
is discussed.

The remainder of this chapter is structured as follows: In Section 2.2,
notation and the basic definitions are introduced. Section 2.3 gives a brief
overview of current content analysis (especially concept detection) techniques,
since they have strong impact on the performance of retrieval. Afterwards,
in Section 2.4, state-of-the-art concept-based retrieval functions are reviewed
and evaluated. Section 2.5 evaluates selection and weighting methods which
select the features for a document representation and assign weights to these
features. Finally, Section 2.6 summarizes this chapter and discusses the res-
ults.

2.2 Notation, Definitions and Evaluation Test
Bed

This section introduces the basic notation used in this thesis. Afterwards,
the notion of concept and information need and their relations are defined.
These are the most central notions in this thesis. Finally, the section is
ended by describing the TRECVid workshop, which is used as an evaluation
platform throughout this thesis.

2.2.1 Basic Notation and Terminology

In this section, the notation which is used in this thesis is introduced. Note
that a condensed overview of the notations and definitions in this thesis is
provided on page 175.

The central objects in information retrieval are defined by: let d be the
current document and D = {d,, ..., dy} the current search collection. Fur-
thermore, let {2 be the “universe of documents” which will be defined in Sec-
tion 2.3. The current information need is denoted by infneed and the query,
in which a user expressed the need infneed, is denoted by ¢. As commonly
done in the literature, a query is modeled as a document.

Features and Document Representations In the following, the nota-
tion for the query and document representations is presented. This thesis
differentiates between features (the color of a car) and feature values (the
color of this car is red): a feature F is a function from a document to a
value in the feature domain dom(F) of this feature, F' : Q—dom(F)*. On

IStrictly speaking, dom(F) is the range of the feature function. However, dom(F) is
also used the in context of random variables where the term domain is often used.
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Figure 2.1: Detailed process diagram of a concept-based retrieval engine.



16 | Chapter 2 — Concept-Based Retrieval Models

the other hand, a feature value results from the application of the feature
function to a document d. To keep features and feature values separate, we
use a smaller case letter for the function when it is applied to a document.
Therefore, the feature value of the feature F' for document d is f(d). To
improve the readability of the notation, in unambiguous cases, we drop the
argument d from a feature value notation when the variable refers to the cur-
rent document. The document feature vocabulary V is the set of features,
which are provided by the content analysis process. For example, a possible
feature is the concept detector output, a so-called confidence score, denoted
by O, see Section 2.3.4 for a definition. The confidence score for a document
d is then denoted by o(d) (or o in unambiguous cases), and the vocabulary
V is a set of all confidence score features for which concept detectors exist,
V ={0,..., Op}. Features and feature values are also addressed by iden-
tifiers. For example Fyg_ e is used to refer to the feature concerning the
concept US-Flag.

Let the document representation be a vector of features F= (Fy,..., Fy)
which are used for the current query. Similarly, let the values of a docu-
ment representation for a document d be the vector of feature values ]?(d) =
(fi(d),...,f.(d)) (or only f). The set of all possible representations of F' is
denoted by dom(F’) = dom(Fy) x ... x dom(Fy).

Since queries are modeled as documents, they also have features. How-
ever, the features used for queries are not necessarily the same features as
the ones used for documents. Since the focus of this thesis is document fea-
tures only a single query feature set is introduced. The same notation of
feature vectors and feature value vectors of the document representations is
used. Unless stated otherwise, all queries features in this thesis will be term
frequency features, QF = (TFy,..., TF7y|), where each feature TF; counts
the occurrences in a document of the ith term in a list of terms 7V from a
language.

Retrieval Models A retrieval model is the theory behind the score func-
tion definition process, see Section 1.2 and consists of two components.

Selection and weighting the selection and weighting procedure which defines
how to arrive from a query at a document representation and what
weights to assign to each feature of the representation.

Retrieval Function The retrieval function is a blueprint of a score func-
tion (Hiemstra, 2001).

The notation of the components of a retrieval model is defined in the follow-
ing. In order to identify a certain retrieval model an identifier in the subscript
is used. For the purpose of this definition, we use the generic identifier M. The
selection and weighting is performed by the function selectNweight,; which
takes query feature values as arguments and returns the document represent-
ation (the features), F , and a query-specific weighting function w : ¥V — IR,
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which maps features to weights. Since w is always used in correspondence
with the feature vector F , the weight of the ith feature is also sometimes
denoted by w;, meaning w(F;) where F; is the ith component of F.

A retrieval function is denoted by retfuncM<ﬁ’ ,w). Since the retrieval
function 7“etfuncM(lfﬁ , w) is a template of score functions and the <> operator
denotes the use of template parameters, as known from modern programming
languages (Stroustrup, 2000). The retrieval function is not a function in a
strict mathematical sense since the arguments are not fixed yet (queries can
have different document representation). For example, the retrieval function
weighted sum might be defined as follows.

retfunc compsun (O, w) (3 : dom(0)) = Z w(0;) o;

7

Here, the retrieval function is defined on an arbitrary set of features with a
corresponding weighting function. The calculation of the score is defined for
an arbitrary set of feature values ¢ (the document representation of particu-
lar document) and is calculated as the sum of the feature values weighted by
the feature weight w(0;). However, it is not yet defined, what the template
parameters O and w are. For a particular query ¢, the score function scoreq
is a query-specific instance of the retrieval function where the derivation is
denoted by scoreq 1= new retfuncM(ﬁ, w). Here, F is a document represent-
ation selected for the query and w is the corresponding weighting and scoreq

is a specific weighting function defined on F.

Probabilities This thesis makes frequent use of probability theory. There-
fore, the most essential notions from this theory are defined here. Probab-
ilities are always used in reference to a probabilistic event space (a set of
events). Throughout this thesis document events are considered and the
uniform probability measure is used, which assigns all events the same prob-
ability. The event space will be denoted as a subscript of the probability
measure, for example P is the probability measure on the event space of
the document universe 2. The standard probability measure, denoted by
P(), is the probability measure with the event space of the documents in the
collection D. Furthermore, random variables are functions from events to
the function’s range, which is called domain, by convention. They will be
denoted in upper case. Note, that considering the event space of document
events, the definition of a feature and a random variable are equivalent. Be-
sides this essential notation, a more elaborate description of the aspects of
probability theory, which are used in thesis, can be found in Appendix A.

2.2.2 Concepts, Information Needs and Relevance

This section provides definitions of the two most central notions in this thesis,
a concept and an information need. First, a definition of a (semantic-)
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concept is developed. Similar to Snoek and Worring (2009), the definition
is based on Aristotle’s work on categories. The work identifies ten different
atom categories, which cannot be split any further. They are: Substance,
Quantity, Quality, Relation, Place, Time, Position, Action and Affection.
The most central category is the Substance. In contrast to the definition
from Snoek and Worring (2009), this thesis distinguishes a category and a
concept by the definition of a substance concept, see Millikan (2000):

“Substance concepts are primarily things we use to think with

rather than talk with. [...| Having a substance concept is having a
certain kind of ability - in part, an ability to reidentify a substance
correctly |...]”.

Therefore, the main difference between categories and concepts is that a
concept is a mental representation of a category, which allows us to reidentify
the category. This indirection of a concept as a mental representation is
introduced, because it is hard to imagine abstract categories to be contained
in a video. For example, everybody has a concept Outdoor which is used
to reidentify the underlying category. A cartoon does not show the category
Outdoor although most people will reidentify the category, if the sketched
scene shows the sky and so forth. Therefore, in the definition of this thesis
it is only of importance whether the human reidentifies a category (by his
concept), not whether the category is actually present.

The following assumptions about concepts are made. First, a concept is
always fully present or not present at all, never a bit. Second, the occurrence
of a concept has a universal truth, meaning that it is always objectively
identifiable whether a concept occurs. This thesis uses the words concept
occurs, to denote that a person can reidentify a category through a concept
in a document and the concept is absent, if it cannot be reidentified. When a
user explicitly states that a concept occurs in a document, he annotates the
document with the concept occurrence.

Definition 2.1. Let C' :  — IB be the concept occurrence feature. The
concept occurrence feature value of a concept C' in a document d is defined

as follows:
| 1 if the concept occurs in d ;

c(d) = { 0 otherwise.

Information Needs Taylor (1962) was the first to characterize the query
formulation process starting from an information need. In his original work
the process consists of four stages where the last two are called query for-
mulation and query. The first two stages define what is referred to as an
information need in this thesis:

“(1) The conscious or unconscious need for information not ex-
isting in the remembered experience of the investigator. [...] (2)
In progressing toward the concrete, the next form of need is the
conscious mental description of an ill-defined area of indecision”.
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This definition of an information need has similarities to that of a concept.
However, this thesis distinguishes the two: an information need is normally
more complex in structure and — more importantly — the relevance to an
information need is subjective in nature; in contrast to concept occurrences
which are assumed to have a universal-truth. That is, although the relevance
to an information need is sometimes specified in the same way as concept
occurrences, for example by several relevance judges, we assume that it is an
individual who poses the query to a retrieval engine and his idea of relevance
between a document and his information need might or might not coincide
with the one from other users with an equivalent query. In the following the
relevance relation between a document and the current information need is

defined.

Definition 2.2. Let R : {0 — IB be the relevance relation between a docu-
ment and the current information need, which is defined as follows:

r(d) = 1 if the document d is relevant to the current information need;
] 0 otherwise.

Note, this definition is equivalent to the one in the well-known probability
of relevance ranking principle in information retrieval, see Robertson (1977).
Since this thesis never considers more than one information need at a time,
the notation does not emphasize that r(d) and R are always related to a
particular information need infneed — which is not the case in some other
retrieval models described below, where it will be explicitly mentioned.

Parallel between Concepts and Index Terms To establish a link to
text information retrieval, which will be used in Chapter 5, and further below
in this chapter, we give the definition of an index term in library science.
The definition of an index term can be derived from the definition of the
coordinate indexing process described by Taylor (1962).

“The enabling of information retrieval through the use of related
terms in a catalog or database to identify concepts”.

Therefore, a librarian decides whether a document should be indexed with a
certain term, possibly including synonyms, or not which is then assumed to
be universally-true. As a consequence, index terms can be thought of nearly
being equivalent to concepts.

Definition 2.3. Let T : Q@ — IB be the feature which yields whether a
document is indexed under a certain term.

2.2.3 TRECVid: An Evaluation Campaign

Comparability of results is an important topic in many research disciplines.
This has two reasons. First, it is difficult to obtain comparable datasets (for
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example hindered by copy rights). Second, without a central standardization
body, different evaluation measures would be used; also hindering comparab-
ility. The annual TRECVid workshop, organized by the National Institute
for Standards and Technology (NIST), has the aim to tackle this problem by
providing standardized collections and evaluation measures (Smeaton et al.,
2006). The evaluation of the methods proposed in this thesis is based on the
data provided by this workshop. Therefore, the most relevant aspects of the
workshop are described in the following.

Collections and Information Needs FEvery year, the workshop organ-
izers provide the participants with a video (search) collection which is seg-
mented into shots by a common shot boundary definition, see Section 2.3.1
for further explanation. Additionally, for the training of concept detectors
and retrieval engines, a training collection from the same domain is provided.
In the years from 2002 until 2006 the domain of the videos was broadcast
news. Later, in 2007 until 2009 data from the Dutch Institute for Sound and
Vision, containing general Dutch television, were used. This thesis contains
experiments using the collections from workshop years 2005-2009.

The information needs describing the search tasks for the workshop par-
ticipants are formulated through a set of sample images or video clips and
query texts. Because example images are also documents, the syntax q.s; is
used to specify the ith example image or video of the query ¢. Furthermore,
compared to the average 2.5 words which users employ in current web search
engines, the query texts are long with 8.8 terms on average plus a common
prefix of “Find shots of..” in the used collections. Furthermore, the query
texts have a relatively regular structure.

Tasks for Participants There are multiple tasks in which participants
of the TRECVid workshop can participate. However, only two of them are
of importance in this thesis: the high-level feature extraction task and the
automatic search task. In the high-level feature extraction task the work-
shop participants have to return for each concept from a list a ranked list of
shots. The list should be sorted in decreasing likelihood that the concepts
occur in each shot. The output of detectors of this task will be used by the
retrieval models proposed in this thesis. In order to train concept detectors
the research community collaboratively annotates the training collection. In
the automatic search task, a set of queries has to be fully automatically pro-
cessed and a ranked list of shots has to be returned. This is the task which
is approached in this thesis.

Evaluation Measures Both the high-level feature extraction and the auto-
matic search task are evaluated using the mean average precision (MAP).
The measure MAP is based on relevance judgments and concept annotations
on the search collection. Since complete relevance judgments and concept
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Collection

Query

q.51 q.S2

Query Text: "President Obama"

Figure 2.2: An example of a collection and a query.

occurrence annotations are not feasible, the set of relevant documents is de-
termined from a pool of the first 100 returned shots by the participants,
which is a procedure also used in the wider known text retrieval evaluation
campaign (TREC) workshop from which the TRECVid workshop origin-
ated (Harman, 1995). In order to further reduce the costs of relevance judg-
ments and concept occurrence annotations while still allowing a sufficient
pool depth the workshop organizers introduced a new evaluation method
in 2006 where only randomly selected documents from the pool are judged
and the inferred mean average precision (infAP) instead of the mean average
precision is calculated, see Yilmaz and Aslam (2006).

Running Example Figure 2.2 provides the running example which is used
throughout this thesis and is a representative for a standard query in the
TRECVid setting. The depicted collection consists of recent broadcast news
videos. Answers to the shown information need require video shots containing
the U.S. President Barack Obama. The query is specified by two images and
two query terms. The choice of the example images shows the difficulty
of a user formulating a query in this way. Example image q.s, especially
only shows the president as a detail of the image and is visually focused
on the desert and mountain chain in the background. It is realistic that
this example could have been the only picture a user could find for the
formulation of his need, which would have led to poor search performance.
On the other hand, example image ¢.s; is probably more suitable since it
clearly shows the concept US-Flag which is useful to search for “President
Obama”. Furthermore, the query text is supposedly easier to interpret and
to formulate by the user.
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2.3 Background: Multimedia Content Analysis

2.3.1 Video Segmentation

There are three reasons why videos are segmented prior to retrieval. First,
a video can be multiple hours long and a user with a specific information
need does only want to see the relevant parts. Second, it is necessary to
make the content-based analysis computationally tractable. Finally, from
the perspective of a retrieval model it is easier to operate on features of
discrete units rather than continuous features over time.

The unit of a video shot, which is currently used by most video retrieval
engines is defined by Hanjalic (2002) as follows: “A video shot is defined as a
series of interrelated consecutive frames taken contiguously by a single camera
and representing a continuous action in time and space”. Smeaton et al.
(2009) find in a large scale study of methods used by TRECVid participants,
that current shot segmentation algorithms show sufficient performance to be
employed in production systems.

Common shot lengths are around ten seconds and therefore they are suit-
able to fulfill the system oriented requirements of reducing computational
complexity and to make the time dimension discrete. On the other hand,
from a user perspective a shot is only a suitable result unit, if the informa-
tion need is specific to a short time frame. However, longer, more semantic
retrieval units are difficult to detect. Hsu et al. (2006) segment broadcast
news shows into news items such that each shot belongs to exactly one news
item. The underlying technique is a machine learning model which reidenti-
fies the anchorman or woman of a news item based on training data, this seg-
mentation method will be used in Chapter 6 for the retrieval of longer video
segments. While this approach works well in the broadcast news domain, the
semantic segmentation of arbitrary videos is still an unsolved problem.

Until now, the term document was used as an abstract retrieval unit.
However, most concept-based video retrieval models exclusively use shots.
Therefore, we will refer to a shot, if a statement is only true for this retrieval
unit.

2.3.2 Low Level Feature Extraction

Low level feature extraction is a central system component in any multimedia
retrieval engine. There are various kinds of features and each expresses a
different aspect of a multimedia document. This section gives a brief overview
of existing feature classes which are currently used for concept detection:

Visual features are the most commonly used features in concept detection
Snoek and Worring (2009). For video shots, the visual features are normally
extracted from few, but mostly one, key-frame(s) to reduce computational
complexity. The features differ in two aspects:

e Low level features differ in the part of the image they describe. The
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options are: first, features which describe the whole image (which are
called global features). Second, features which describe only a region
or key point (which are called local features). For the local features
there are two ways of selecting the regions or points to describe: while
dense sampling uses all regions or key points of the image Key point
extraction techniques try to select only interesting points. A popular
detector for such key points is the Harris-Laplace detector (Harris and
Stephens, 1988).

e Low level features differ in what they describe. Among the well-known
descriptors are: color descriptors, texture descriptors and edge and
shape descriptors (Bovik et al., 1990). Furthermore, more advanced
descriptors are for example the scale invariant feature transform (SIFT)
feature (descriptor) (Lowe, 2004; van de Sande et al., 2010).

Due to their better description of the image, local features with key point
extraction are currently gaining popularity. Here, the number of descriptors
among images can vary. However, machine learning algorithms, which are
used for concept-based detection, operate on fixed vector lengths. Therefore,
Sivic and Zisserman (2003) propose the bag-of-visual-words approach, which
creates a fixed-size visual vocabulary, where each word is represented by
groups of commonly eight pixels. The relative frequency of such words over
the whole vocabulary is then used as a feature vector.

Audio features were only recently employed for concept detection. Portelo
et al. (2009) and Peng et al. (2009) are among the first to use audio features
for concept detection. The result of the extraction is the low-level feature
vector, which is described as follows:

Definition 2.4. Let LF be the low-level features and let if(d) be the low-
level feature vector of the document d resulting from a low-level feature
extraction process described in this above.

2.3.3 Concept Vocabulary

Prior to the detection of concepts the concept vocabulary has to be defined.
There are three main aspects for the definition of such a vocabulary. First,
the concepts must be useful to answer the queries with the data contained
in the collection. Second, the concepts in a vocabulary should also be de-
tectable by a computer. For example, the concept Catastrophe is probably
a good concept for a search in a news collection, however, it is not likely to
be detectable. Finally, since most detector methods use examples of concept
occurrence (positive example) and concept absence (negative examples) the
selection of concepts also depends on the practical feasibility of providing
such examples, because it requires human labor and therefore financial re-
sources (Ayache and Quénot, 2008).
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Figure 2.3: SVM Classification: non-linear classification boundaries are
projected with a kernel function k(-,-) to a hyperspace where the hyperplane
should divide positive and negative examples. The parameters of the hyper-
plane are set to maximize the classifier margin. The white balls on the right
are predicted documents of which the concept occurrences are unknown. For
such a document d, the only observable value is o(d), the confidence score.

Definition 2.5. Let V¢ be the vocabulary of concept features C for which
an information retrieval engine has concept detectors available.

2.3.4 Concept Detection

The task of a concept detector is to recognize the occurrence of a concept
in a shot and is commonly performed using methods from machine learn-
ing. Virtually all detectors are trained on a development collection. The
most important quality criteria of a detector is that it generalizes to other
collections, see Yang and Hauptmann (2008a).

Currently, support vector machines (SVM) (Vapnik, 1999) are the most
frequently used classifiers for the detection of concepts (Snoek and Worring,
2009; Yang and Hauptmann, 2008a). Therefore, this section focuses on the
description of this concept detector method. For a more in-depth description
of the state-of-the-art in concept detection the reader is referred to Snoek
and Worring (2009).

An SVM operates on data points where each point is described by a fea-
ture vector. For concept detectors, the data points are shots and the feature
vectors are the low-level features. An SVM operates in two phases: the
training phase and the prediction phase. Figure 2.3 gives an example of the
working of an SVM which is reduced to two dimensional feature vectors for
display purposes. On the left, positive and negative training examples are
shown. As the decision boundary which separates positive and negative ex-
amples is non-linear, the coordinates of the feature vectors are projected into
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a so-called hyperspace where the separation is easier. This projection is done
via a kernel function, k(-,-), which takes two feature vectors as arguments.
The most commonly used kernel function for concept detection is the Gaus-
sian radial basis function. The reader is referred, for example, to Bishop
(2006) and Snoek and Worring (2009) for more information on the topic of
kernel functions. One of the arguments of the kernel function is a so-called
support vector. Support vectors are used to define the projection and are
selected during the training phase. The objective for the selection of support
vectors is the maximization of the classifier margin (which is also referred
to the cost parameter), indicated in Figure 2.3. Since there are often more
negative than positive examples, support vectors of the positive class can be
assigned a higher weight to increase their influence. Therefore, a concept
detector is fully specified through the training data, the kernel function with
its parameters, the cost parameter and the weights of the support vectors.

The settings are normally found by iterating over different parameter
values to select the parameter set which optimizes a certain performance
measure. Often this measure is the rate of correct classifications. However,
due to a low detector performance, concept detectors are usually trained
to optimize the average precision. The measurement is determined through
cross-validation (Bishop, 2006) to prevent overfitting to a certain part of the
test data.

The right side of Figure 2.3 shows the prediction phase. Here, the shots
whose concept occurrences should be predicted are projected into the hyper-
space, using their feature vectors and the previously defined kernel function.
The confidence score O of a shot with feature vector l]”(d), is the distance
between the shot coordinates in the hyperspace and the support vectors, see
also Figure 2.3. It is calculated as follows (Vapnik, 1999):

Z y; o k lﬂ ), l?(svl)) (2.1)

Here, n is the number of support vectors, y; € {—1,1} is the label (concept
occurrence or absence)? and «; is the weight for the ith support vector with
low-level features If(sv;). Furthermore, b is a constant which defines an
offset to the hyperplane. For simplicity, we drop the dependency of O of the
low-level feature vector LF and assume that it is directly dependent on the
document d in the rest of this thesis.

If the SVM is treated as a binary classifier, a decision criterion is used to
derive a classification decision (occurrence or absence) from the confidence
score (. However, in concept-based retrieval the confidence score is normally
used directly since the classification errors are commonly too numerous to
provide sufficient retrieval performance.

2The label values —1 and 1 are commonly used in machine learning and have the
advantage that the negative class can also have negative influence in discriminative models.
However, where this is not needed this thesis uses the labels 0 and 1 to conform with text
retrieval notation.
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Figure 2.4: The positive and negative examples are training data. Assuming
a good SVM model the positive examples will be denser distributed in positive
areas of the confidence scores o. The posterior probability follows a sigmoid
function. The Figure is similar to Platt (2000).

Definition 2.6. Let O¢ be the confidence score feature of a concept detector
for concept C' whoes calculation is defined in Equation 2.1. Furthermore, let
Vo be the vocabulary of all confidence score features available to the retrieval
engine.

From Confidence Scores to Probabilities The confidence score o(d) of
a document d from Equation 2.1 depends on the trained detector model and
can take different ranges among concepts in reality. Many retrieval functions
require comparable, normalized scores. The most common normalization,
which is also used in the retrieval models in this thesis, is the use of a prob-
abilistic measure for the class membership of a shot. Platt (2000) proposes
that the posterior probability of the concept occurrence C' follows a sigmoid
function of the confidence score o(d) of shot d. This proposition is widely
adopted among researchers. The discriminative model of Platt’s posterior
probability has following definition:
1

Pa(Clo) = 1+exp(Ao+ B) (22)

Here, €2 is the probabilistic event space of the posterior probability function
which is further defined below. After the SVM training phase, the parameters
A and B of the sigmoid function are fitted to the confidence scores of the
training collection.

Figure 2.4 shows a visualization of Platt’s fitting method to train the
parameters A and B of the sigmoid function. The z-axis shows the confid-
ence scores and the y-axis the posterior probability. At the top the positive
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examples of the training set are shown. The negative examples are at the
bottom. For a reasonable detector the densities of positive examples are
higher at bigger confidence scores and the density of negative examples will
be higher at lower confidence scores.

In the original work by Platt (2000), the probabilistic event space, on
which the probability measure is defined, is not explicitly described. Because
it is of importance for later argumentation, the assumptions made in this
thesis are defined.

Definition 2.7. Following (Bishop, 2006, Sec. 1.2.1) it is assumed that the
confidence score O is continuous and defined on the probability event space
(), which is assumed to contain an infinite number of documents, being the
universe of documents.

Multiple Concepts Often, the probability of the occurrence or absence of
multiple concepts is considered. Although multi-class SVMs exist (Duan and
Keerthi, 2005), which jointly model all occurrence and absence combinations,
in current concept detector the posterior probabilities of two concepts C)
and Cy are modeled independently (Snoek and Worring, 2009). The joint
posterior probability for a document with confidence scores o, and oy is
calculated as follows.

Po(Cy, Gofor, 02) = Pa(Chilo1) Po(Cslon) (2.3)

The following independence assumptions between the random variables Cf, Cs,
Oy, Oy are made in the above equation.

PQ(01|01,02) - PQ(C1|01) (24)
Po(Ci|Cy, O01) = Pa(Ci]Oy) (2.5)

Here, C; and (5 are interchangeable and Equation 2.3 can be derived as
follows.

Po(Cy, G501, 05) = Pqo(C1|Cy, O1, Og) Po(Ca| Oy, O)
Pqo(C1| Cy, O1) Po(C2| Os)

= Po(Gi|O1) Pa(Co|0y)

Eq.2.5

The first independence assumption, see Equation 2.4, states that the con-
fidence score O, for concept C5 does not influence the confidence of the de-
tector for concept C; given the confidence score 0,. This assumption could be
violated by two concepts Street (Cy) and Car (Cy), if the occurrence of Cars
is dependent on the confidence scores of Streets, for example if Cars occur
more often for certain confidence scores of Street. The second independence
assumption, see Equation 2.5, can be thought of as semantic independence.
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For example, the semantic independence could be violated for two concepts
that have an ’is-a’ relationship. For example, for the concepts Mr. Obama
(C1) and Person (Cy), because Pq(C1|Cs, 01) will always be zero, no matter
what value o; takes. The reason is that in no shot will concept C} ever occur
while €5 is absent.

Current research in concept detection also tries to explicitly model such
dependence, see for example (Snoek and Worring, 2009, Sec. 2.5) and (Wei
et al., 2009). However, the independence assumptions from Equation 2.4 and
Equation 2.5 also have practical advantages: the complexity of such models is
smaller because they depend on fewer parameters. Moreover, to create a de-
tector model for multiple concepts the number of required training examples
increases rapidly — especially since many combinations will be only rare and
many training examples have to be inspected until a sufficient number of
each combination is found. This phenomenon is well-known and commonly
termed “The curse of dimensionality”, see for example Bishop (2006).

The Urn Metaphor Following the practice of describing probabilistic pro-
cesses with simplified examples, as done by Robertson (2005) using Stars and
Planets, this thesis uses a more down-to-earth metaphor of balls residing in
urns. This metaphor will be used and extended in the course of this thesis.

Thought Experiment 2.8. The Urn Metaphor: Since concept detectors
have the purpose of predicting the concept occurrence in any future docu-
ment of the universe of documents 2, we imagine an infinite number of balls
where each ball represents a document. If a single concept is considered, each
ball d has a known confidence score o(d) for concept C. Furthermore, each
ball has a color which indicates the occurrence or absence of the concept, for
example red (for concept occurrence) and blue (for concept absence). How-
ever, the colors of the balls are unknown, let us assume they are wrapped in
intransparent plastic. Now, for any confidence score value o, the posterior
probability of a concept occurring given this confidence score, Po(C|o), can
be imagined as follows: if all balls with the confidence score o are put into
an urn, labeled by the confidence score o, then Po(C|o) is the proportion of
red balls in this urn.

If multiple concepts are considered, the balls carry multiple confidence
scores and colors. For an example with two concepts, the colors red and green
stand for the occurrence of the two concepts Cy and Cy respectively and blue
and yellow for the absence of Cy and Cy. Balls with their two dimensional
confidence score vector ¢ = (01, 03) are then put into the urn labeled with
0. Now, for any two dimensional confidence score vector o, the posterior
probability of a color combination of multiple concepts Pq(C, C3|3) can be

imagined as the proportion of this color combination in the urn o.
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Figure 2.5: Classes of uncertainty treatment (UC) in concept-based re-
trieval functions: confidence score value base (UC1, Section 2.4.2), Con-
fidence score rank based (UC2, Section 2.4.3), Best-1(UCS3, Section 2.4.4),
Ezpected Concept Occurrence (UCY, Section 2.4.5).

2.4 Concept Retrieval Functions

This section reviews existing retrieval functions of automatic concept-based
retrieval engines. Instead of enumerating a description of retrieval functions,
they are discussed in regards to the problem P1, Document Representation
Uncertainty, see Section 1.3.

2.4.1 Desirable Properties and Classification

In order to guide the discussion, the following desirable properties of retrieval
functions are proposed, which help to solve the problem P1.

e Reasonable interpretation under perfect detection: it is desir-
able, that the formula of a retrieval function has a reasonable interpret-
ation in the (theoretical) case that the concept detectors were certain.
In this case we assume an output of o(d) = 1 if the concept occurs and
o = 0 if does not.

e Modeling of concept absence in relevant documents: an in-
formation need will often require multiple concepts for its evaluation.
However, not all used concepts will always occur in relevant documents.
Therefore, it is desirable, that a retrieval function should model the case
where a document is relevant even though a concept does not occur.

Furthermore, a classification scheme of concept-based retrieval functions
is proposed, which is based on how the functions treat the uncertainty of the
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concept detectors. The example scenario in Figure 2.5 shows a shot d and
an example of the two possible document representations: on the left, the
confidence scores O = (O1, Oy, O3) of shot d are shown. The rank of the
confidence scores within the collection is shown in brackets. On the right,
the possible concept representations C' = (Cy, Gy, C3) of the document d
are shown, ordered by their posterior probability of the representation after
observing all confidence scores, Po(C|3). At the bottom, a new document
representation of expected concept occurrences is shown, which is described
in Section 2.4.5.

This thesis identifies four different classes of how concept-based retrieval
functions can handle the uncertainty of confidence occurrences (UC1-4). The
classes are shown in connection with the used representation. In the following
sections, important retrieval functions from each class are described.

2.4.2 Confidence Score Value Based (UC1)

Most current concept-based retrieval functions explain the relevance of a
document based on a document representation of confidence scores (Snoek
and Worring, 2009).

The retrieval function CombSUM, originally proposed by Fox and Shaw
(1993) for meta-search, is defined as follows.

retfuncoombSUM(é, w)(0 : dom(é)) = Z W; 0; (2.6)

Here, w; is the weight of the confidence scores of concept i. In the unweighted
case (w; = 1, Vi) and perfect detection, CombSUM results in a count of the
occurring concepts and therefore important concepts have the same influence
as less important concepts.

Zheng et al. (2006) propose the pointwise mutual information weight
(PMIWS) which is a weighted instance of CombSUM. The retrieval func-
tion is defined as follows.

retfuncparws (O, w)(3 : dom(0)) = aZlog ( (€. |R)>PQ(C lo;) (2.7)

Here, w; = P(C;|R) is a query-specific weight and P(C;) is the concept prior
which will both be explained in Section 2.5 and « is normalization constant.
The combination of the two parameters by log(P(C;|R)/P(C;)) is the point-
wise mutual information weight between concept occurrence and relevance.
Under perfect detection, the retrieval score value of PMIWS is the sum of
the pointwise mutual information of the occurring concepts. The case that a
concept could be absent in relevant shots is not modeled. Therefore, under
perfect detection the score for documents where all concepts occur is reason-
able; since they should be ranked highest. However, the mutual information
for a document representation where some concepts do not appear is not
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modeled while they will often be non-zero. Therefore, the interpretation for
representations with concept absences is not clear.
The CombMNZ method is defined as follows.
retfunc compnnz (0)(8 : dom(0)) = H 0i (2.8)

1=1,0,>0

Under perfect detection, CombMNZ converges to a logical OR in Boolean
search (Chowdhury, 1998) which is accepted in the text retrieval community
to be an undesirable retrieval function (Hiemstra, 2001).

Yan (2006) proposes the Probabilistic Model for combining diverse Know-
ledge Sources in Multimedia (PKSrc). The proposed retrieval function is a
discriminative model of the posterior probability of relevance given the obser-
vation of the confidence scores. It is proposed that the posterior probability
follows the shape of a sigmoid function and is defined as follows.

- = 1
retfuncpisy(O,w)(0 : dom(Q)) = Po(R|0) = — 2.9
funcrrsre (0, ) (5 < dom(0) = Pa(RIF) = oo (29)
Here, w; is the weight for the confidence scores of concept ¢. The weights are
learned on the relevance judgments of similar queries and confidence scores
in a training collection which will be explained in Section 2.5 where also more
discussion of this model is provided.

2.4.3 Confidence Score Rank Based (UC2)

Retrieval models from the uncertainty class UC2 use the rank of the confid-
ence scores in the collection as arguments to their retrieval function. The
function is often derived from the Borda Count method, which originates
from election theory in politics and was applied to concept-based video re-
trieval by Donald and Smeaton (2005). For example, the retrieval function
is defined as follows.

retfuncBOTda,oount<5, w)(0 : dom(@)) = Z w; rank(o;) (2.10)
i=1

Here, rank(o;) is the rank of the confidence score in the collection D. The
fact that concepts could be absent in relevant shots is not modeled in this
retrieval function.

Snoek et al. (2007) propose a variation of the Borda Count method in
which they use one authoritative source (i.e. a concept ranking) and multiple
secondary sources. Documents, which are not found in the ranking of the au-
thoritative source before a cut-off value, are not considered further. For the
rest of the documents the traditional Borda Count method is performed with
weights consisting of the match of the concept to the query, the detector per-
formance and prior of the concept. Therefore, the non-authoritative concepts
have an implicit handling of the negative class, they can only be beneficial
and are neutral upon absence.
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2.4.4 Best-1 Representation (UC3)

Retrieval functions in the uncertainty class UC3 consider for each document
only the most probable concept representation. Although there is no existing
concept-based retrieval function of this class, the class is included because of
the popularity of its counterpart in spoken document retrieval where the most
probable spoken text is used as a document representation and achieves good
results under good detection performance (Voorhees and Harman, 2000).
A possible reason why uncertainty class was never used in concept-based
retrieval is that concept detectors still have a low performance and important
concept occurrences are easily missed in the most probable representation.
This causes the retrieval performance to deteriorate. This outcome was also
reported in Mamou et al. (2006) for spoken document retrieval with poor
recognition performance.

For later comparison between methods from the different uncertainty
classes the well-known binary independence model (BIM) (Robertson et al.,
1981) is introduced. Because of the similarity of concept occurrences and in-
dex terms, see Section 2.2.2, the retrieval function is adapted to use estimated
concept occurrences as arguments. Let the estimated concept occurrence C”
be defined as follows.

yon | 1 if Po(Clo) > 0.5;
¢'(d) = { 0 else.

The adapted binary independence model is then defined as follows.

retfuncpng (C', w)(2 : dom(C")) = Z w; (2.11)

where p=P(C|R) and p= P(C|R)

2.4.5 Expected Concept Occurrence (UC4)

Recently, document representations of expected term frequencies were suc-
cessfully used in spoken document retrieval, see Chelba and Acero (2005)
and Chia et al. (2008). Although there is no retrieval function in concept-
based retrieval which uses the equivalent representation of expected concept
occurrences explicitly, this thesis proposes that the language model retrieval
function from Li et al. (2007) should be interpreted in this way. To see why,
the derivation of the original model is reconstructed: the stated aim of the
work by Li et al. (2007) is to resemble the Cross Entropy language model
(RL) retrieval function proposed by Lavrenko (2004) which is conceptually
defined as the Cross Entropy between a relevance and a document language
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model.

TetfunCRL—THEORY<>(P(t1|d>u ) P(tn|d)) =
> P(t|R)log(P(t:|d)) (2.12)

Here, P(t;|R) is the term specific weight of the relevance model and P(t;|d)
is the probability that a term is produced by the multinomial term distribu-
tion of the document d — which has to be interpreted as a theoretical docu-
ment representation, since the document representation of draw probabilities
P(t;|d) is unknown. Therefore, Li et al. (2007) propose the Jelinek-Mercer
smoothing approach to estimate the draw probabilities (Hiemstra, 2001). In
text information retrieval, P(¢;|d) is estimated through the term frequencies
t}i) and the document length dl of the document d and the collection D.
Therefore, the de facto document representations of the language model re-
trieval function are the term frequencies of the document and the operational
retrieval function RL is defined as follows.

retfuncg(TF)(if : dom(TF), dl : N) =

> P(tim)zog(A%’ +(1- /\)P(ti|D)> (2.13)

Here, P(t;|D) is the prior of obtaining term ¢; in the collection. Now, when
transferring this ranking function to concept-based retrieval, Li et al. (2007)
make the assumption that P(C|d) can be used equivalent to P(%;|d) from
Equation 2.12. This results in the following ranking function.

retfuncrr () (P(Ch|d), ..., P(Cyl|d)) =

>~ P(CIR)log <)\ Po(Cilo)) + (1= ) p(ciu))) (2.14)

Here, the following observation can be made.

(1) The ranking function prototype does not depend on the confidence

scores 5, which are suddenly inserted in Equation 2.14, by assuming
that P(C|d) = Pq(C|o).

(2) Equation 2.14 is a syntactic mixture of the theoretical retrieval function
(Equation 2.12) and the operational retrieval function (Equation 2.13).

(3) There is a discrepancy between the two probabilities P(C|d) and Pq(C|o):
from the thought experiment 2.8 it can be seen that the probability
P(C|d) can only take two values: zero if the color beneath the intrans-
parent plastic of the ball d is blue and therefore it is impossible to draw
the color (concept) red (P(C;|d) = 0), and one if the color beneath the
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intransparent plastic was indeed red and therefore the document cer-
tainly produces red (the concept) (P(C;|d) = 1). However, the prob-
ability Po(C'|o) can take any value between 0 and 1, since it states the
proportion of the balls with the color red in the urn ¢

The above observations lead to the conclusion that the definition of the re-
trieval function could be improved.

This thesis re-interprets the retrieval function as follows: in a shot, a
concept can either occur or not and a shot is always of length one. Therefore,
it is sufficient to consider the concept occurrence C' to replace the fraction
of term frequency and document length ¢f/dl in Equation 2.13. All we
know about the document (ball) d is its urn o (confidence score) and the
color beneath the intransparent plastic is unknown. Furthermore, probability
theory states that the expected value of a random variable is a good estimator
for its value. Therefore the expected concept occurrence is used instead of the
true value of the concept occurrence which is either zero or one but unknown.
The conditional expectation of a concept occurring given its confidence score
is defined as follows.

E[Clo]= > ¢ Po(C = clo) = Po(Clo)

ce{0,1}

This estimate is then plugged into the language model retrieval function from
Equation 2.13 to arrive at the following.

retfuncppy (0)(3 : dom(0)) =
3 (Ci|R)log(/\ E[Cilo] + (1 — ) P<ci|z>>) (2.15)

%

This interpretation has the following advantages over the one by Li et al.
(2007): it is clearer what the arguments for the retrieval function are and
that E[C|o] is only an estimate for the possible values of C.

Under perfect detection, the expected value converges to the correct value
of C' and is in this case equivalent to the operational language model above,
see Equation 2.13, which has proven to give good performance in text in-
formation retrieval. Furthermore, in the retrieval function ELM, the term
(1 — \) P(C;) can be seen as a model for the case that a concept does not
occur in relevant shots (Hiemstra, 2001).

However, there is also a disadvantage to this approach: although, it is in-
tuitive that the expected value (a real number), is somehow a good estimate
for the concept occurrence; the interpretation, why the use of this estim-
ate in the language retrieval function, which is actually defined on integer
frequencies, is unclear.



2.5 — Concept Selection and Weighting | 35

2.5 Concept Selection and Weighting

This section analyzes existing concept selection and weighting methods by
the guidance of desirable properties which are derived from the problem P2,
Query Formulation Support, see Section 1.3.

2.5.1 Desirable Properties

In order to solve the problem P2, a concept selection and weighting method
should fulfill the following desirable properties.

e Non-Expert User: a retrieval engine should not require that a user
name important concepts in the query text nor explicitly assign weights
to those concepts. The user should not have to invest a lot of time and
effort in formulating his query.

e Collection specific selection and weighting: while it is desirable
that the selection and weighting method should work for any collec-
tions and information need, the concept selection and weighting for a
particular information need and collection D should be specific to the
relevant shots in collection D.

The motivation of the two properties is further elaborated: the non-
expert user requirement originates from observations of the development of
information retrieval. While retrieval engines were originally built for experts
(librarians) who have a thorough methodology of indexing and searching in
catalogues, their biggest success was to enable common people to use (web-)
retrieval engines. Here, a user is only required to type a few words (with
hardly any consideration) and often receives search results of good quality.
Today, even librarians use internet retrieval engines to do their investigations.
As a result, users of multimedia retrieval engines should only be asked of a
comparable effort to specify their query.

In order to see why it is desirable for a selection and weighting methods to
be collection-specific, an example is given: in a collection of documentaries
about U.S. presidents the concept US-Flag will probably not be useful to
answer the information need “President Obama” since all presidents will be
shown with this flag. However, in a collection of current broadcast news
videos a US-Flag is probably a useful concept, since President Obama often
occurs in documents with US-Flags and therefore the US-Flag distinguishes
many relevant shots from the vast majority of shots.

The existing concept selection and weighting methods can be categorized
into three classes. First, methods which only depend on the query. Second,
collection based methods which analyze the data of the search collection to
identify useful concepts. Finally, query class based methods which assume
that a query belongs to one particular class of queries and the selection and
weighting is inherited from this class.
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2.5.2 Query Based Methods

Methods from this class focus on the query to derive the concept selection
and weightings.

Example Image Based

The selection and weighting methods discussed in this section operate exclus-
ively on provided example images. Therefore, the desirable property, that a
user can specify their query by typing words, is not met.

For the PMIWS method (Equation 2.7), Zheng et al. (2006) consider
a single example image ¢.s as the query. The probability Po(C|o(q.s)) is
used as the probability that a concept occurs in relevant shots P(C|R). A
selection is not done and all concepts are used for every information need.
The assumption that P(C|R) = Po(Clo(q.s)) makes it difficult for a user to
provide good query examples: for example, if the user presents an example
image where “President Obama” is shown in the desert, a Desert detector
could have a high probability. This, in turn, would cause the score func-
tion to rank shots with deserts higher which was not the intention of the
user. Furthermore, the concept prior P(C') introduces a collection-specific
weighting component.

Li et al. (2007) propose to first sort concepts by a measure similar to the
well-known tf-idf weighting scheme from text retrieval (Spérck-Jones, 1972)
and then select the first n concepts from the list. The measure is defined for

a concept C' and example images {¢.s1, ..., ¢.s, } as follows.
N
-tf-idf (O, q) = C,q)log| ———
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—_———
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Here, freq(C, q) is the estimated concept frequency in the query images and
freq(C') is the estimated concept frequency in the collection. Since multiple
query images are used, the unwanted effect of randomly occurring concepts
for the concept selection and weighting is less strong compared to PMIWS,
see above. The language model weight, P(C|R), from Equation 2.15 is cal-
culated in the same way as freq(C, ¢q). The inverse document frequency idf
component makes the selection and weighting method collection-specific. For
a specific query, a concept selection is performed and the first n concepts from
the sorted list of concepts by descending c-tf-idf(C, ¢) are selected.

Query Text Based

Methods from this class are mainly based on the query text provided.
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Term Matching Based Methods Chang et al. (2006) propose a method
which selects the concepts which are directly named in the query. Therefore,
this method assumes that the user knows about the concept vocabulary,
which is not user friendly. Furthermore, this does not include a component
representing concept importance.

Rule Based Methods Natsev et al. (2007) propose a rule based method
which statically maps query terms to concepts using rules, implemented into
the retrieval engine. For example, if a retrieval engine receives a query
containing the term ’president’, and a rule states ‘President’— Person; the
concept Person is selected to be used for the information need. However,
instead of concept names, the user is now required to know the terms leading
to the concept selection which is only a slight improvement over the term
matching based method. The method does not propose a weighting scheme.

WordNet Based Methods In many concept selection methods, the Word-
Net thesaurus (Fellbaum, 1998) is used to find useful concepts, see for ex-
ample Hauff et al. (2007); Haubold et al. (2006); Snoek et al. (2007). Here,
concepts are connected to the WordNet graph. For a specific query, the query
terms are located in the thesaurus and a measure of the semantic distance
between the query and each concept is calculated. In the literature, multiple
semantic distance functions were proposed, see Hauff et al. (2007) for an
overview. For example, Wu and Palmer (1994) define the semantic distance
between two concepts C; and C; as follows.

2D(p;;)
(Ci, Gj) +2D(py)

Here, p;; is the common ancestor of the two concepts, D(-) is the depth in
the WordNet hierarchy and L(-) is the length of the path between the two
concepts. Afterwards, the semantically closest concepts to the query nodes
are selected. However, the distance reflects the linguistic relation and not the
relationship of the concepts’ occurrences in relevant shots. Therefore, this
weight is not collection-specific. For example, the concept George Bush could
be close to the query node for the term ‘President’, but it is unlikely that it
will help to find relevant shots to the information need “President Obama’.
Furthermore, the semantic distance measure is not always a suitable weight
for many retrieval functions, see for example our previous work Aly et al.
(2008a).

WUP(C,, C) =

Text Representation Methods In this selection and weighting class, the
query text is used with a text information retrieval engine storing textual
concept descriptions to calculate a retrieval score which is then used for
concept selection and weighting.

Snoek et al. (2007) use the query document similarity of the vector space
model from Salton et al. (1975) to rank concept documents for a textual
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query, where a concept document is a short textual description of a concept.
Here, the concept weights are the retrieval scores values from the vector-
space model. However, the shortness of the descriptions limits the user in
their query formulation. Furthermore, the vector space similarity score of a
concept document for an information need is problematic to use because its
interpretation does not match with the ones in known retrieval functions.

Similarly, Hauff et al. (2007) also use text retrieval, although with a
collection of longer concept descriptions, where Wikipedia articles and con-
catenated WordNet Glosses are investigated. For an information need, a text
search is performed using the query text. The returned text retrieval scores
of the concept descriptions are used to measure the importance of the concept
described by the text. The elaborate and up-to-date character of Wikipe-
dia articles allows the user to formulate its query more freely. For example,
if a user typed in only ’Obama’ chances are that in the Wikipedia articles
of the concept President the term ’Obama’ occurs and therefore this useful
concept can be found which probably would not have been found by most
other methods. On the other hand, similar to the vector space similarity, the
score provided by the text retrieval engine is difficult to interpret as a weight
in concept-based retrieval models.

2.5.3 Collection Based Methods

Collection based methods derive selection mechanisms based on the content
of the search collection.

Statistical Corpus Analysis Natsev et al. (2007) propose the statist-
ical corpus analysis concept selection method which selects useful concepts
through co-occurrences of spoken terms and concepts in the search collection.
For this, the confidence scores in the search collection are transformed to bin-
ary classifications and the automatic speech recognition output is assumed
to be perfect. Then, a likelihood ratio test called G2, see Dunning (1993),
is used to decide whether a significant correlation between a term and a
concept exists. For a specific information need, concepts which are strongly
correlated with the query terms are selected and a normalized version of the
correlation coefficient is used as a concept weight. This strategy is collection
dependent, since only concepts which co-occur in the collection with query
terms are selected. However, there are also disadvantages: first, the use of
binary classification and the assumption of a perfect automatic speech re-
cognition output are only reasonable with good detector performance, which
is often not the case in current systems. Second, the language usage and
therefore the query terms used by the speakers in the video and by the user
can be different. Finally, information needs — also those expressed by text
— can concern requests for visual information, for example President Obama
waving, which will not necessarily be reflected in the speech transcript and
therefore useful concepts will not be found.
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Semantic + Observability Wei et al. (2008) propose a combination of a
WordNet based method (the semantic space) and a collection based method
(the observability space) for concept selection and weighting. The semantic
space is a vector space (not to be confused with the vector space from Salton
et al. (1975)) with a WordNet distance measure as its components. The
observability space contains the correlations between the confidence scores
of all concepts in the collection. For example, the concepts President and
Person are related in the semantic space and the concept Car and Road
are correlated in the observability space because their confidence scores are
correlated in the collection. For a specific information need, for each query
term the concept with the smallest WordNet distance is selected. Addition-
ally, these concepts are expanded with the highly correlated concepts in the
observability space.

However, besides the problem inherited from the uses of WordNet dis-
tances, see Section 2.5.2, another problem of this method is that a user
might especially ask for things which are normally not observable together.
For example, if the concept Mr. Obama appears to 99% with the U.S. Flag
this method searches for both concepts even though the information need
was President Obama in the desert.

2.5.4 Query Classes

The usage of query classes is a widely used selection and weighting method
in content-based multimedia retrieval (Yan et al., 2004; Huurnink, 2005). A
query class determines the concept selection and weights for a set of queries.
A retrieval engine has a limited set of query classes and each query is assumed
to belong to exactly one class. For a query, the previously defined selections
and weights are used for the ranking. The methods, which are derived from
this general idea, differ in three aspects. First, how the query classes are
defined. Second, how the concept selection and weighting in each class is
performed. Finally, how a class is assigned to a new information need.

Static Query Classes Yan et al. (2004) propose the use of a static choice
of query classes per class. Here, the set of query classes are defined by humans
after investigating existing queries. The selected concepts and their weights
per class are then optimized, based on the confidence scores in the training
collection and provided relevance judgments. A new query is assigned to
a query class either manually or automatically through the employment of
natural language processing and named entity extraction.

Performance and Semantic based Query Classes Kennedy et al. (2005)
propose a different query class scheme designed using the weighted Comb-
SUM ranking function. A set of relevance judgments for existing training
queries are used to cluster queries by their performance and linguistic fea-
tures. Afterwards, each cluster is used as a query class and the optimal



40 | Chapter 2 — Concept-Based Retrieval Models

concept selections and weightings for each query class are determined by a
full grid search, in which a large number of combinations of concept selec-
tions and weights are tried. For a new information need, a classifier based
on a learned distance of the linguistic features of this query compared to the
training queries is used to determine the query class of this need.

Probabilistic Latent Query Analysis The probabilistic Latent Query
Analysis (pLQA) framework, proposed by Yan and Hauptmann (2006), de-
termines the weights for the PKSrc ranking function in Equation 2.9. Con-
cepts are selected and the query class dependent weights w for all query
classes are determined. However, instead of statically assigning the query
to a query class, the query class is assumed to be latent. The probability
distribution, to which class a query belongs is then learned on the basis of
training queries using a set of query features q?. Example features are the
binary features “A person is named” or “About sport” which are derived from
the query text through natural language processing. Yan and Hauptmann
(2006) propose two methods to learn the probability distribution over the
query classes z given query features q}‘(q), P(z|q}(q)) First, the Adaptive
probabilistic Latent Query Analysis (ApLQA), which uses a soft-max fusion
for the estimation. Second, the Kernel probabilistic Latent Query Analysis
(KpLQA), where kernel density estimation is used to estimate the probability
distribution.

Regardless of the learning method for the query class membership dis-
tribution, the retrieval function is then calculated by marginalizing over the
latent query class variable z.

retfuncPKgmpLQA(é, Q_;F, w)(3, qf ) =
P(R|G,qf) = _ P(Rlqf.53,2)P(z|qf) (2.16)

z

Here, w is a function assigning each class a weight vector and P(R|q_f, 0,2)
is the probability described in Equation 2.9 which depends on the class de-
pendent weights w,.

Although it is claimed in Yan (2006) that the variable R (y in the ori-
ginal notation) has the same definition as in Robertson (1977) this is strictly
speaking not the case. In the work of Robertson (1977) the variable R is
defined separately for each information need. However, the learning process
over multiple information needs hints that the method actually has to be
seen as an instance of Model 0 from Robertson et al. (1982) in which the
probability of relevance is calculated on similar information needs and sim-
ilar documents (all those with the same document representations q}" and
d). In the PKSrc,pLQA model, the probabilistic event space is the cross
product of all documents and all information needs instead of a single in-
formation need ¢ and all documents. Robertson et al. (1982) and Bodoff and
Robertson (2004) find that instances of Model 0 need excessive amounts of
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training data. This makes it questionable whether enough training material
can be acquired for the successful application of the PKSrc,pLQA model.

2.6 Summary and Discussion

This chapter reviewed existing state-of-the-art concept-based retrieval mod-
els. In this review the two components of a retrieval model, the retrieval
function and a concept selection and weighting method were discussed sep-
arately.

Retrieval Functions In Section 2.4, the existing retrieval functions were
discussed. The following desirable properties of any retrieval function were
identified. First, under perfect detection of concepts, the interpretation of the
retrieval function should be reasonable. Second, a retrieval function should
model that selected concepts could be absent in some relevant shots.

The existing retrieval functions were categorized into four classes with
regards to how they treat the concept detector uncertainty (UC). The findings
per class will now be summarized and discussed.

Confidence score value based (UC1) This class comprises most exist-
ing retrieval functions. However, Snoek and Worring (2009) found that
it is difficult to set query-specific weights for the retrieval functions of
this class. Some retrieval functions did not have a clear interpretation
under perfect detection since they amounted to counting concept occur-
rences or Boolean queries, which is known to yield poor performance.
Finally, none of the retrieval functions of this class modeled the case
that documents could be relevant despite the absence of a considered
concept.

Confidence score rank based (UC2) The only retrieval function of this
class, the Borda Count method, differs mainly from members of the
uncertainty class (UC1) in that it considers the ranks of the confid-
ence scores instead of their absolute values. This uncertainty class has
similar drawbacks to the confidence score value based uncertainty class
(UC1).

Best-1 Representation (UC3) For this class, this thesis introduced the
binary independence model using a concept occurrence document rep-
resentation due to the parallel between automatic speech recognition
and concept detectors. It was proposed that this class was never used
in today’s concept-based retrieval because the performance of the de-
tectors is still low and therefore the classification performance, which is
needed by this method, is low. However, it was proposed that setting
the weights of these methods is easier than with confidence score based
retrieval functions, since the concept occurrences of important concepts
in relevant shots are not
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Expected concept occurrence (UC4) This uncertainty class was also not
mentioned in the literature. However, because of the parallel to recent
retrieval functions in spoken document retrieval, the work on language
concept models by Li et al. (2007) was re-interpreted to consider ex-
pected occurrence of a concept in a single document in the retrieval
function. Under perfect detection this ranking function is equivalent
to a language model ranking function, inheriting its scientific motiv-
ation. However, the expected term occurrences were used as concept
occurrences which, from a theoretical standpoint, can only be zero or
one.

Concept Selection and Weighting Section 2.5 discussed existing concept
selection and weighting algorithms. Desirable properties of such algorithms
were identified as the following. First, non-expert users should be considered
and should not be required to have much knowledge of the collection or spend
much effort in the query formulation. Second, the selection and weighting
should be done collection-specific.

The concept selection and weighting methods were categorized by the
data they operated on.

Query based methods Methods from this class perform selection and weight-
ing only under consideration of the query. Therefore, all methods in
this class were collection independent and many of them required know-
ledge of the concept vocabulary or required a considerable user effort
during the query formulation.

Collection based methods Methods from this class are based on statist-
ics from the search collection and predict useful features. Therefore,
methods from this class select concepts in a search collection-specific
manner. However, current methods significantly limit the user in their
query formulation process: for example, Natsev et al. (2007) used the
co-occurrence of spoken words and concepts in the search collection to
connect query words with good concepts. However, this requires good
detection performance and since terms from the spoken text are used
the supported information needs are limited to the ones which look for
shots relevant to the ones where the query words were spoken. An-
other method from Wei et al. (2008) selects additional concepts if their
confidence scores are correlated with concepts already selected in the
search collection. However, this can lead to the effect that only pop-
ular correlations are used. For example, the confidence scores of the
concept Car are probably correlated with the confidence scores of Road.
Therefore, if for a query the concept Car was selected the concept Road
will be automatically included, which will lead to poor search results if
looking for the information need “Cars in a desert race”.

Query Class based Methods from this class assume that an information
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need always belongs to a single query class and concepts and weights
are trained for each class. The weights for the query classes were most
often trained on the development collection. However, even a large
number of query classes will limit the user in his query formulation
since his information need is put into a mainstream category (the query
class). An exception is here the Probabilistic Latent Query Analysis
method from Yan and Hauptmann (2006), which uses a probabilistic
assignment of a query to its query classes. However, the resulting
retrieval model was identified to be an instance of the Model 0 from
Robertson et al. (1982), which was reported to need vast amounts of
training data, which was probably why its research was abandoned.

Final Summary Most current state-of-the-art retrieval functions still have
a limited treatment of uncertainty and that current concept selection and
weighting methods either require too much effort from a user or are not
collection-specific or both.






Chapter 3

Uncertain Representation
Ranking Framework

3.1 Introduction

This chapter presents the Uncertain Representation Ranking (URR) frame-
work. The framework reuses text retrieval functions with concept-based doc-
ument representations. It caters for the detector uncertainty by including
the probability distribution of concept occurrence combinations given their
confidence scores. Chapters 5 and 6 are applications of the URR framework
and show the merits of this approach. Because the two chapters use different
retrieval functions and different features (concept occurrences and concept
frequencies) the URR framework is defined on an abstract document rep-
resentation, which will be made concrete in the chapters applying the URR
framework.

This work is not the first to treat uncertainty in information retrieval.
In probabilistic indexing, where it is assumed that librarians do not know
the correct index terms for a document but the index terms are only prob-
abilistically known, Croft (1981) was the first to use the expected score of
the binary independence score function. However, Fuhr (1989) reported that
the expected score of the binary independence score function was not rank
equivalent to the probability of relevance ranking function and this line of
thought was not continued. In the URR framework, the expected score of
other score functions is a central component for ranking documents and this
chapter explains why this is reasonable.

Furthermore, Wang (2009) proposes the Mean-Variance Analysis frame-
work which considers uncertain scores in text retrieval and is based on the
Nobel Prize winning Portfolio Selection Theory by Markowitz (1952), which
optimizes the percentages of the available budget one should invest in par-
ticular shares. Wang (2009) transforms the problem of selecting percentages
to the one of ranking documents. Similar to the Mean-Variance Analysis
framework, the URR framework is also derived from the Portfolio Selection
Theory and inherits its scientific rigor. However, there is also a difference

45
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between the URR framework and the previous two works:

e In the URR framework, a document with a known representation of
concept occurrences has a correct score which is the result of a score
function applied to the concept-based document representation. How-
ever, due to the poor concept detector performance, the document rep-
resentation is uncertain and therefore the same holds for the correct
score.

e In the Mean-Variance Analysis framework the document representation
is known, but the correct score is not the result of the score function
applied to the document representation, but is distributed around this
value, for reasons which are not explicitly modeled. The same holds
for the Portfolio Selection Theory, only that here the win of shares is
considered instead of scores.

The remainder of this chapter is structured as follows. First, in Section 3.2
the parts of the Portfolio Selection Theory and the Mean-Variance Analysis
framework which are used in the URR framework are described. Section 3.3
describes the proposed URR framework and shows the parallels to the work
by Markowitz (1952) and Wang (2009). Finally, Section 3.4 ends this chapter
with a summary and discussion.

3.2 Background: Uncertainty Treatment

This section introduces the original Portfolio Selection Theory by Markowitz
(1952) and subsequently the Mean-Variance Analysis, which translates this
theory to the problem of ranking documents under uncertain scores in text
retrieval.

3.2.1 Portfolio Selection Theory

Markowitz (1952) proposes the Portfolio Selection Theory which provides a
method to decide what percentages of the available budget to invest in which
share. The term ’Selection’ in the theory’s name comes from the fact that
the outcome of the decision can also result in zero percent of the budget for
a particular share, which effectively de-selects the share from the portfolio.
The aim of the theory is to maximize the overall win of the portfolio in the
future. Therefore, the central formula of the theory is:

N
Win = " p; Win(d;) (3.1)
=1
with
Win(d;) >0and 0> p;, >1 Vj and ijzl
J
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Here, Win is the random variable of the overall win of an investor in the
future, which is the sum of the wins of the individual shares d;, Win(d;), and
the percentage p; of the available budget invested in the share d;. The theory
now assumes that the following components (quantities) can be predicted by
analysts:

(1) The ezpected win of share d, E[Win(d)], is expressing “What win is to
be expected from the share d?”.

(2) The wvariance of the win of share d, var[Win(d)], is expressing “How
widely do the possible wins vary?”.

(3) The co-variance between the win of two shares d; and d,
cov[Win(d;), Win(d;)], expressing “How does the win of share d; influ-
ence the win of share d;?”. For example, if company d; is a computer
manufacturer who buys an operating system from company d; to pre-
install it on its products, then the win of the two shares is probably
positively correlated.

These components are also used in the Mean-Variance Analysis framework

and the URR framework.

Efficient Portfolios As Markowitz (1952) notes, it is trivial to maximize
the expected overall win from Equation 3.1 by only investing in the share
with the highest expected win. On the other hand, Markowitz (1952) argues
that this is not a reasonable strategy because of the associated risk associated
with putting all money into a single share. Instead, the theory provides a
geometrical procedure to obtain an optimal selection of investment percent-
age (p1,...,pn)* for a mixture of the expected overall win, E[Win] and its
variance var| Win]:

E[Win| — b var[ Win]

Here, b is the risk parameter representing the risk attitude of the analysts
that steers the mixture. This gemoetric procedure was needed at the time the
theory was published because of low computing capacities. However, today
the underlying rationale can be expressed as an optimization problem. As
the expectation of a sum is the sum of the expectations and the variance of a
sum can be expressed as the variance and co-variances of its summands, the
following expression formulates the optimization problem, see Wang (2009)
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for a derivation:

(p1, -y py)* = argmaprj E[Win(d;)]

with
0>p;>1Vj and > p=1
J

Here, (pi, ..., pn)* are the optimal percentages which should be invested in

the corresponding shares. If b > 0, the analyst is risk-averse and therefore
try to spread the percentages among many shares. As stated earlier, the
parameter setting b = 0 is unreasonable because all available budget would
be invested in one share. In the case of b < 0 the analysts like to take risks,
which is informally called risk-loving here.

Example In order to provide an insight into the workings of the Portfolio
Selection Theory, an example is given. Let us assume two stock markets:
one shown in Figure 3.1 trading shares of company d; and dy plus one shown
Figure 3.2 trading shares of company d3 and d;. In both Figures, the x-axis
show the possible wins of the individual shares and the y-axis shows the
probability density of the wins of the shares. The Portfolio Selection Theory
assumes that analysts can estimate the three components, the expected wins,
their variance and the correlation of distributions of the future wins of the
companies. In both figures, the expected win is denoted by p and the variance
is implicitly shown by the width of the Gaussian distribution.

The theory now states, if the win of the companies are uncorrelated and
an investor is risk neutral (b=0) all available budget would be invested in dy
and dy in the respective markets, because they have the highest expected win
(p2=1, p1=0 and p; = 1, p3=0)'. Furthermore, Figure 3.1 shows the scenario
the case where an investor is risk-loving (b < 0). The region denoted by
“Opportunity for d;” visualizes why the investor would increase the percent-
age p; of share d; in disadvantage of the percentage p, of document dy: by
increasing p; the variance of the overall win increases which increases the
objective function in Equation 3.2 for a risk-loving investor. Furthermore,
Figure 3.2 shows the scenario where an investor is risk-averse (b > 0). The
region denoted by “Risk for d,” visualizes why the investor would decrease
the percentage py of document dy: the variance of the overall win decreases

!This strategy is identified as unreasonable in finance by Markowitz
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Figure 3.1: The distribution of the win of the shares dy and dy. The area
marked as “Opportunity for dy” visualizes the reason why a risk-loving in-
vestor (b < 0), could buy shares of dy (u(d) = E[Win(d)] is the expected
win and the variance of the win is implicitly specified by the shape of the
Gaussian).
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Figure 3.2: The distribution of the win of the shares d3 and dy. The area
marked as “Risk for dy” visualizes the reason why a risk-averse investor (b >
0), could buy shares of d3 (1(d) = E[Win(d)] is the expected win and the
variance of the win is implicitly specified by the shape of the Gaussian).
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Figure 3.3: Co-variance between two positively correlated shares dy and ds.

with an increasing percentage of p3 which increases the objective function in
Equation 3.2 for a risk-averse investor.

Figure 3.3 shows the influence of a correlation of the wins of a company d;
and company ds by a surface plot of the joint Gaussian distribution of the win
of the two shares. One can see that the two shares are positively correlated
(cov[Win(dy), Win(de)] > 0). Intuitively, even though the expected win of
company d; could be higher if the success of two companies d; and dy is
positively correlated, a risk-averse analyst should invest less in the share ds
than he normally would (under absence of d;), because the risk of the overall
win increases with investing in both shares. The inverse holds if the analysts
have a risk-loving attitude.

3.2.2 Mean-Variance Analysis

Wang (2009) proposes the Mean-Variance Analysis which transfers the se-
lection problem of the Portfolio Selection Theory into a document ranking
problem. Here, a document is treated as a share and the uncertain cor-
rect score S’(d) of a document d from a text retrieval engine is equivalent
to the win of a share d, Win(d). Analogously to the Portfolio Selection
Theory this method requires estimates for the expectation, the variance and
the co-variances of the uncertain scores. For a probabilistic score function, a
posterior probability of relevance given a document representation f, P(R|]?),
the expected score is assumed to be equal to the result of this score function
E[S'(d)] = P(R|f). Wang (2009) and Wang and Zhu (2009) present methods
to set the variance and co-variance for different retrieval functions.
In order to transfer the problem from a share selection problem to into a

document ranking problem, instead of optimizing the percentages (p1, ..., pn),
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the percentages are fixed to the rank j rather than a document (share).
Therefore, it is no longer a question anymore, what percentages are inves-
ted in each document, but which document to place at which rank and p;
describes the value of rank j. It is not explicitly mentioned how the rank
values are set. Wang (2009) shows that the following optimization problem
is equivalent to the one from Markowitz in Equation 3.2:

N
(di,....dy)” = argmax) p; E[S'(d;)]
(di,eendi) 57
N
— b [0 # varls'(a)]]
j=1
N N
[0 weconlS (), 8'(a)]]
J=1 k=1,k#j
with
N
p1>pa > ... > py with p; € [0:1] V) ijzl
j=1
Here, (di, ..., dy) is one of N! possible permutations of the documents in D.

However, because this optimization problem is computationally expensive,
Wang (2009) proposed a greedy algorithm which states that a document d*
should be ranked at position j if it optimizes the following expression:

d* = argznaxE[S’(d)]
- bpj: var[S'(d)]

- 2bi i cov[S(d), S (dy)] (3.3)

A similar ranking algorithm is used in the presented URR framework.

3.3 The Uncertain Representation Ranking Frame-
work

This section describes the URR framework for ranking documents under un-
certain concept-based document representation, which is the main theoretical
contribution of this thesis. Similar to the Mean-Variance framework (Wang,
2009), it is based on the Portfolio Selection Theory Markowitz (1952) and
uses similar ranking criteria.

3.3.1 Parallels to the Portfolio Selection Theory

This section establishes an intuition of the parallels between the presented
URR framework and the Portfolio Selection Theory. This is done by in-
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’ Term in Finance \ Term in the URR Framework ‘

Portfolio Selection Theory | URR framework
Share d | Document d
Uncertain win of share Win(d) | Uncertain Score S(d)
Investment Percentage p; | Rank value of rank j
Analyst | Divided in two in the URR framework:
Event Analyst | Concept Detector
Senior Analyst | Ranking function
Selection py,...,py | Ranking dy, ..., dy

Table 3.1: Parallels between terms of the URR framework and the Portfolio
Selection Theory.

troducing the most important aspects of the presented URR framework by
proposing parallels to terms of the more intuitive terminology of finance. A
summary of the parallels is shown in Table 3.1.

Note, despite the similarity, the URR framework is not a one-to-one trans-
lation of the Portfolio Selection Theory. The essential difference is how the
ranking components, the expected score, its variance and the co-variance
are modeled which will be formally explained for the URR framework in
Section 3.3.4.

Equivalently to the Mean-Variance Analysis framework, a document in
the URR framework corresponds to a share in the Portfolio Selection Theory.
Let us assume a set of N shares of companies which exploit natural resources
which correspond to the collection of documents D. Each company has one
exploitation site for one of n resources, for example oil, gas and uranium. Let
the resources have an arbitrary fixed order. Now, let us assume the following
event C; for resource ¢ of company d in the future would be known:

ci(d) = 1 the resource ¢ will not run out for company d;
’ 0 it will run out..

In the URR framework, the event C; corresponds to a concept and the fact
that a resource does not run out for a company corresponds to the concept
occurrence of concept ¢ in a document d, ¢;. To analyze the future win
of the shares, a group of analysts represent companies by these events and
the representation of a company is C = (Ch, ..., Cy), which corresponds to a
document representation in concept-based retrieval consisting in this case of
binary concept occurrences.

Now, a senior analyst defines a win function of any share d, win(c), by
its representation ¢. For example, the senior analyst assigns to each type of
field 7 a positive profit profit;(1) if the resource does not run out (¢;=1) and
a zero profit profit;(0) = 0 if it does (¢; = 0). Then, an obvious definition of
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the win function of a company d would be the following:

win(é) = Zproﬁti(ci) (3.4)

The parallel of the win function in the URR framework is a score function
scoreq which calculates the score of any document based on its known doc-
ument representation, the concept occurrences, and the profit function can
be imagined as the weights to the score function.

However, the fact that a resource will run out in the future is of course
unknown and there are 2" combinations of resources running out or not, each
combination resulting in a particular win. Now, let us assume that for each
resource type i there is an event analyst who performs tests at the resource 4
of the company d, which results in a measurement o;, for example test drills
in an oil field. Furthermore, through past experience the analyst can define
the probability “resource of type ¢ with measurement o; will not run out.”
The event analyst corresponds to a concept detector, the measurement to a
confidence score and the probability to the probability measure of a concept
detector, see Equation 2.2.

With the probabilistic knowledge of each resource of a company, we can
calculate a probability distribution over each of the 2" combinations of re-
sources running out or not occuring in the future. Therefore, we also have a
probability distribution of possible wins in the future, with an expected win
and its variance. Furthermore, the events of resources running out for dif-
ferent companies could be correlated. For example, if two companies exploit
oil at the same oil field, the events whether a resource runs out are strongly
correlated and therefore also the win of the companies. This results in the
co-variance between wins and so is the win. As a result, the three compon-
ents of the Portfolio Selection Theory, the expected win, its variance and
the co-variance between two wins are defined. The Portfolio Selection The-
ory would now select investment percentages of the N companies using the
estimated win by the senior analyst (Equation 3.4) and the probability distri-
bution of resources running out created by the event analysts. Similarly, the
URR framework, which is described in this section, uses a text retrieval func-
tions and the probability distribution over concept occurrences to rank the
documents in D. Here, the senior analyst is the parallel to the text retrieval
model which will be re-used for concept-based document representations in
this thesis.

3.3.2 A Model for Document Representation Uncertainty

In this section a probabilistic model for uncertain document representations
and the resulting score is introduced. With this uncertainty model the fol-
lowing section defines the expected score and the score variance which are
used to rank documents in parallel to the Portfolio Selection Theory.
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In this thesis, the following two document representations and retrieval
functions are used. First, the probability of relevance retrieval function using
binary representation of concept occurrences in Chapter 5. Second, a lan-
guage modeling retrieval function using concept frequencies in Chapter 6. In
order to be applicable to both cases, the URR framework is formulated for an
abstract text retrieval model M with a selection and weighting method and a
retrieval function. For a particular query, the selection and weighting method
yields a document representation F and a score function scoreq, which takes
document representations as an argument, see Section 2.2.1. However, since
the document representation is uncertain the following document specific
random variable? is introduced.

Definition 3.1. Let F/(d) be the random variable “the document represent-
ation of document d”.

The distribution of ﬁ(d) given 0 is the posterior probability after ob-
serving the confidence scores 3, Po(F(d)|3). Furthermore, because of the
uncertain document representation, the score of the document is also uncer-
tain. Therefore, we define another document specific random variable.

Definition 3.2. Let S(d)zscoreq(ﬁ(d)) be the “score of a document d which
results from the application of the score function scoreq on the document
representation of document d”.

Therefore, S(d) is one of the possible scores of document d which are
defined as follows.

dom(S(d)) = {scoreq()|f € dom(F(d))}

Furthermore, each score s € dom(S(d)) has a probability of being the correct
score given the confidence scores o:

Pa(S(d) = s/9) = > Po(F(d) = f10)

]?Edom(ﬁ'(d)),scoreq (f):s

Section 3.3.3 calculates the ranking components of the URR framework based
on the distribution of S(d), the expected score and its variance.

3.3.3 Ranking Components

Using the probabilistic model of a document representation and its score from
Section 3.3.2, the ranking components of the URR framework, the expected
score and its variance, are defined.

2For an explanation of document specific document variables see Appendix A.
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Expected Score The most important component of the URR framework
is the expected score of a document d, E[S(d)|d]. As S(d) is a function of
F (d), the expected score can be directly calculated by using the distribution
of F (d) given the confidence scores of the document (Papoulis, 1984):

E[S(d)|d]= > scoreq(f)Pa(F(d) = f|5) (3.5)

fedom(F(d))

Note, this calculation requires the score function, the posterior probability
measure and the confidence score of the document to be fully defined.

Variance of the Score Furthermore, the variance of the score var[S(d)|d]
given the confidence scores ¢ can be calculated as follows:

var[$(d)[d] = E[S(d)*|0] — E[S(d)|o]* (3.6)

with
E[S(d)?|a] = Y scoreq(f)*Pa(F(d) = f|5) (3.7)

fedom(F(d))

Here, E[S(d)?|d] is the expected square of the score, and the variance var[S(d)|d]
can be expressed as the expectation of the squared score minus the square
of the expected score, defined in Equation 3.5. Therefore, the calculation of
the variance also requires the definition of the score function, the posterior
probability measure and the confidence score to be defined; equivalently to
the expected score.

Co-variance of Scores There are good reasons why the scores of two doc-
uments could be correlated. As the scores directly depend on the document
representation the reason must be that the representations are dependent on
each other. An example of such a dependency is given: as the shots of a
video are not placed in a random order but follow the story of the video,
the occurrence of concepts in adjacent shots will often depend on each other
(the fact that a Person occurs in a shot could influence the probability that
a Person occurs in the following shot). This relationship was first explored
by work of Yang and Hauptmann (2006) which uses temporal smoothing
and hidden Markov models to increase concept detector performance. While
this approach is promising, only an oracle model, which is trained on the
concept occurrence of the considered collection, was able to achieve signific-
ant improvements. Furthermore, no other work in the literature provided a
probabilistic model of shots dependencies. As a result, although the use of
such dependencies is promising the exploitation of the co-variance for ranking
multimedia retrieval is left to future work.
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Figure 3.4: FEaxtract of modified information retrieval process, see Figure 1.2
for the full process.

3.3.4 Combining the Components

In the following, the proposed way to combine the ranking components in the
URR framework is described, which is derived from the Portfolio Selection
Theory in parallel to the greedy algorithm of the Mean-Variance Analysis
framework (Wang, 2009) shown in Equation 3.3. However, due to the absence
of the co-variances, which was described in the previous section, the ranking
framework can be formulated as a closed formula (not depending on the
previously ranked documents):

RSV(d) = E[S(d)|5] ~b /var[5(d)[3) (3.8)
Eq. 3.5 Eq. 3.6

Here, /var[S(d)|d] is the standard deviation of the score. The ranking score

value, RSV (d), in Equation 3.8, is the value by which a document is ranked
in the URR framework.

In fact, Equation 3.8 is a mathematical formulation of the Combine step
from the modified information retrieval process, proposed in Section 1.4. Fig-
ure 3.4 makes the proposed modification of the information retrieval process
explicit: there are |dom(F)| different possible document representations of
cach document and the probability Po(F(d) = f|5) specifies the probability
of a particular representation f to being the correct representation of doc-
ument d. Afterwards, the expected score and the variance are combined to
the final ranking score value for the document.

Difference to the Mean-Variance Analysis Framework There are
the following differences to the Mean-Variance Analysis framework. First,
the Mean-Variance Analysis framework is restricted to probabilistic rank-
ing functions, which is not the case in the URR framework. Second, the
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standard deviation of the score is used instead of the variance to represent
the risk or opportunities of a retrieval engine. The reason for this is given
in Section 3.3.5. Finally, because the URR framework concentrates on the
effects of the document representation uncertainty, the “rank values® p; for
a document at rank j are assumed to be constant and therefore can be ig-
nored in the calculation of the ranking score value. This is similar to having
constant cost for reading a document, which was for example also used in
the Probability of Relevance Ranking Principle (Robertson, 1977) to show
its optimality.

Differences to the Portfolio Selection Theory There are the following
differences between the URR framework and the Portfolio Selection Theory.
First, because the percentages are constant and fixed to a rank and not to
a document, similarly to the Mean-Variance Analysis framework, the risk
setting of b = 0 is not an unreasonable choice in the URR framework. On
the contrary, it intuitively appears reasonable because it ranks the documents
by their expected scores which is a good estimator for scoreq (f) Therefore,
the standard deviation only adds something on top of an already reasonable
solution rather than making the combination reasonable, which is the case

in the Portfolio Selection Theory.

Implementation Algorithm 3.1 shows an exemplary implementation of
the URR framework proposed in Section 1.4. The employed retrieval model
M is based on a document representation F , which are later either concept
occurrences or concept frequencies. For each document, the ranking score
value is not calculated directly but first the expected score and the expect-
ation of the squared score are calculated by calling the score function on all
possible document representations. Finally, the score is combined according
to Equation 3.8.

3.3.5 Efficient Implementation and Practical Consider-
ations

Monte Carlo Sampling The number of possible document representa-
tions |dom(F')| is often large and calculating the components of Equations 3.8
can be computationally expensive. In such situations it is possible to use the
Monte Carlo Sampling method, which was designed to reduce the costs of
calculating computationally expensive expectations (Liu, 2002). The method
can be applied as follows: let there be NS random samples f(d'), ..., f(d™)
from the distribution of possible representations Po(F(d)|3) for document
d (The way the samples are created is document representation dependent
and an example is described in Chapter 6). The expectations from Equa-
tion 3.5 and expectation of the squared score needed for the calculation of
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Algorithm 3.1: Proposed modification to the information retrieval
process re-using a text retrieval model M.

Data: Collection D,

Query Features Q_)F ,

Risk Parameter b,

Retrieval model M = (selectNweighty(), retfuncy (),

Distributions P(F(d)|3)Vd.

retrievalrun(qf : dom(QF))
begin
// Score Function Definition
(F,w) = selectNweighty(qf)
scoreq 1= new retfuncy (F, w)
// Matching and Combine
foreach Document d in D do
ES =0 /] BIS(d)|d) ;
ES2:=0// E[S(d)*0] ;
// Calculate ES and ES2 according to Eq. 3.5 and Eq. 3.7
foreach Representation | € dom(F(d)) do
s = scoreq(ﬁ)
ES+=s P(F(d) = f|5);
ES24+=+ 5% P(F(d) = f|?);
end
// Combine according to Equation 3.8
Append (d, ES — b v/ ES2 — ES?) to ranking
end
return sort(ranking, ranking.score DESC)
end

the variance in Equation 3.6, can then be approximated by:

E[S(d)5] =~ Niszscomq(f(dl)) (3.9)
NS
E[S(d)]3] =~ Niszscoreq@(dl))? (3.10)

Here, the expected score and the expected squared score are calculated by
the sum of the scores of the samples divided by the number of samples.
This calculation has a linear run-time complexity in the number of samples.
Because the standard error of the Monte Carlo estimate is in the order of
1/ VNS a good estimate is already achieved with relatively few samples.
Note, that there are more advanced sampling methods, which essentially
reduce the required samples. For example, importance sampling (Liu, 2002)
can be used to prefer rare representations during sampling and correct the
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Algorithm 3.2: More efficient, approximate implementation of the
retrieval system in Algorithm 3.1.

Data: Collection D,

Collection of samples Dy,

Query Representation QﬁF ,

Document Features V,

Risk Parameter b,

Retrieval model M= (selectNweight (), retfuncy()),
Distribution P(V|d),

Number of samples NS

GenerateSamples()
begin
foreach Document d in D do
for /=1 to NS do
d' := newDoc();
V(d') := sample from P(V|3);
Append d' to Dg;
end

end
end

retrievalrun(qf : dom(QF))
begin

// Score Function Definition
(F,w) := selectNweighty(qf)

scoreq 1= new retfuncy (F, w)

// Matching and Combine

foreach Document d in D do

ES":=0// ~ E[S(d)|d] ;

ES2 :=0 // ~ E[S(d)?|d];

foreach Sample Document d* € Dg of d do

s = scoreq(f(d*));

ES'+=s;
ES2' =5
end
ES" = ES'/NS;
ES2' = ES2/NS;
Append (d, ES" — b\/ES2' — ES?) to ranking;

end
return sort(ranking, ranking.score DESC')
end
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resulting bias via a weighting scheme. However, this thesis focuses on the
qualitative results of sampling and leaves more advanced sampling methods
for future work.

Algorithm 3.2 describes the implementation of the sampling alternative of
the URR framework. Here, at indexing time the procedure GenerateSamples
generates a fixed number of NS samples from the distribution of the feature
vocabulary V. The resulting artificial documents are stored in the collection
Dgs. At retrieval time, for each document d in collection D the retrieval
score and the squared retrieval score are summed in the variables ES’ and
ES?2' respectively. Afterwards, both variables are divided by the number of
samples NS and ES’ is the estimate E[S(d)|d], see Equation 3.9, and ES2/
is the estimate E[S(d)?|d], see Equation 3.10. A document is then ranked
by ES" — b/ ES2' — ES?, which is equal to the ranking objective of the URR
framework in Equation 3.8.

Collection Prior Estimation Many probabilistic retrieval functions, in-
cluding the two retrieval functions proposed in Chapter 5 and Chapter 6, use
a prior of the concept occurrence in the collection D as a feature statistic.
For a concept C' the prior in a collection with N documents can be defined

as, see Appendix A:
N
Zj:l c(d;)

N

Because the concept occurrences are unknown, the prior is also unknown.
However, it can be estimated by its expected value:

P(C) =

E[P(C)|o(d), ..., o(dy)] =
Sl E[C(d)lo(dy)] 3L, Pa(C(d))]o(d)))
N B N

Here, a similar derivation to the expected win in the Portfolio Selection
Theory in Equation 3.1 is used. This estimation will be used throughout this
thesis and for brevity will be denoted by just P(C).

(3.11)

Requirements for the Score Function Croft (1981) was the first to
propose ranking by the expected score for probabilistic indexing by rank-
ing by the expected score of the binary independence weight as defined in
Section 2.4.4. However, as reported by Fuhr (1989), this function does not
calculate a score which can be expected to be rank equivalent with the ex-
pected probability of relevance score function.

The URR framework also uses the expectation and variance of a score
function. Therefore, the reasons for this phenomenon are investigated be-
cause they present limitations to the score functions which are applicable to
the framework: In order to efficiently rank documents according to a score
function which is derived from a theoretically motivated retrieval function,
scoreq, retrieval engines often use a simplified score function, scoref}, which
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produces rank-preserving scores. However, as found by Fuhr (1989), these
simplifications cannot always be expected to be rank preserving when cal-
culating the expected scores. In other words, the following does not always
hold:

E[scoreq(F(d))] o< E[scorey(F(d))]

In the following, the most common simplifications are analyzed to see if
they can be assumed to be rank preserving. A typical example of such
simplifications is the binary independence model (Robertson et al., 1982),
which is translated to concept occurrences here:

P(R|C =¢) o % (3.12)
P(C = ZR) (3.13)
P(C = ¢|R) '
P(C = ZR)
x ;log (M) (3.14)

Now, the simplifications on the rank equivalence of the above simplifications
are discussed:

(1) In Equation 3.12, after the Bayesian inversion, the query-specific rel-
evance prior P(R) is left out in the simplified score function, scoreg,
which is common practice in information retrieval. From the laws of
expectations, see Appendix A, the following holds:

E[P(R|C = C(d)|3] = P(R) E

var[P(R|C = C(d))|3] = P(R)? var

P(C = C(d))

Therefore, the expected value of score{] is linearly proportional to the
expected original scoreq. However, the calculation of the variance de-
pends quadratically on the information need specific constant P(R).
As a result, when using the simplified score function score& the risk
factor b from Equation 3.8 has a different influence on queries with a
high relevance prior than on queries with a low relevance prior. This is
probably the reason why the parameter b is easier to control by using
the standard deviation in Equation 3.8 which only depends linearly on
P(R) but still expresses the risks and opportunities.

P(C = C(d)|R) 5]

(2) In Equation 3.13 the odds are calculated instead of the original prob-
ability and in Equation 3.14 a product is transformed into a sum of
logarithms. Both simplifications are not linear transformations of the
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score function scoreq. And it is easy to find two documents for which
the following does not hold:

E[P(R|C = C(d)|d] % Ellog(O(R|C = C(d")))|7)]

Therefore, the expected score of score’q is also not always proportional
to the expectation of the original function scoreq. Therefore, these two
kinds of transformations should not be used to simplify the original
score function scoreg.

To summarize, among the common simplifications of ignoring constants,
ranking by the odds or the log of the score functions only ignoring constants
preserves the ranking of the expected score.

3.4 Summary and Discussion

This chapter presented the generic Uncertain Representation Ranking (URR)
framework based on uncertain concept-based document representations. The
framework allows the use of existing text retrieval functions in concept-based
retrieval. The URR framework was derived from the Portfolio Selection The-
ory (Markowitz, 1952). The parallels were highlighted by an analogy between
the financial setting of the Portfolio Selection Theory and the URR frame-
work. The main difference to the original theory is that a ranking of doc-
uments is created rather than selecting optimal investment percentages of
shares (a portfolio). The mathematical derivation of the ranking function
of the URR framework was done in parallel to the Mean-Variance Analysis
framework Wang (2009), which models the uncertainty of scores in text re-
trieval.

Furthermore, the URR framework extends the Portfolio Selection The-
ory by explicitly modeling why the score of a document has a certain dis-
tribution. The Portfolio Selection Theory and the Mean-Variance Analysis
framework only assume that the expected win of a share, its variance and the
co-variances between shares are known (or equivalently for scores in the case
of the Mean-Variance framework). On the other hand, the URR framework
assumes that the score depends on the concept-based document represent-
ation, which is uncertain. As a result, the score in the URR framework is
only uncertain because of the uncertainty of the concept-based document
representation, which in turn is probabilistically modeled and the expected
score and its variance can be determined.

The expected score and its standard deviation (the square root of the
variance) are the two ranking components in the URR framework. The com-
ponents are combined using a risk factor which represents the risk attitude
of the retrieval engine. Furthermore, as the number of possible document
representations can be large a method of calculating the expected score and
its variance by means of Monte Carlo Sampling is provided. Finally, as most
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retrieval systems use a simplified score function compared to the theoretical
proposed score function, we have analyzed which commonly used simplifica-
tions are rank-preserving and can therefore be used in the URR framework.

The URR framework will be evaluated for representations of binary concept
occurrences in video shot retrieval in Chapter 5 and for representations of
concept frequencies in video segment retrieval in Chapter 6.






Chapter 4

Concept Selection and Weighting

This chapter is based on Aly et al. (2009).

4.1 Introduction

Today, virtually all queries to retrieval engines are formulated in text queries®.
Therefore, this chapter presents a method that selects good concepts from a
textual query to be used for concept-based retrieval.

The selection of good concepts for an information need is more difficult
than selecting good terms in text retrieval. In the latter, document features
and query features correspond and this can be used to select the features
to be used in a document representation. For example, the occurrence of
the term 'President’ in a textual query is normally used to select the term
frequency feature of this term for searching. However, in order to select con-
cepts from textual queries for concept-based retrieval, there are the following
new challenges:

(1) A mapping between the query text and the available concepts has to
be found since many concepts will not directly be named in the query.

(2) A measure for the helpfulness of each concept has to be estimated.
(3) Good concepts have to be defined, according to this measure.
(4) The weights of a score function have to be estimated.

For example, in the information need “President Obama” the concept US-
Flag, which does not appear in the query text, will often occur in relevant
shots. Therefore, using the concept US-Flag for searching will help to answer
the information need. However, the question is, how should a computer
algorithm decide whether a concept is good or not and what weights to
assign to it?

David Neal, “Google explains how it ranks pages”, the Inquirer (Fri Feb 26 2010)
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This chapter proposes the Annotation-Driven Concept Selection (ADCS)
method. The ADCS method assumes the existence of a development col-
lection in which all concepts are annotated by humans. Such collections
normally exist, since concept detectors need them for training. For this col-
lection, a textual representation for each shot is created. A standard text
retrieval engine is used to index the textual representation of development
collection. Now, given a query, the concept selection and weighting is ex-
ecuted as follows.

(1) Execution of the original text query on the textual representation of
the development collection indexed by the text retrieval engine.

(2) Estimation of a goodness measure and weighting for each concept using
the scores returned by the text retrieval engine together with the human
annotated concept occurrences.

(3) Selection of the concepts to use in the search according to the goodness
measure.

This method is similar to a pseudo relevance feedback method on a different
collection. However, for the initial search it uses a different search technique
(text retrieval) than in the actual search collection, where concept-based
retrieval is performed.

The remainder of this chapter is structured as follows: in Section 4.2 back-
ground on measurable concept selection objectives and evaluation approaches
are given. Section 4.3 presents the annotation-driven concept selection and
weighting method, proposed by this chapter. In the following, Section 4.4
describes the experiments which were carried out to evaluate the quality of
the proposed algorithm. Finally, in Section 4.5 the chapter is summarized
and the findings are discussed.

4.2 Background: Concepts Selection Object-
ives and Evaluation

In this section, first selection objectives for good concepts for an information
need are presented. Afterwards, existing evaluation methods for concept
selections are described.

4.2.1 Mutual Information

The expression “a good concept for an information need” is qualitative and
does not suggest how to decide, whether a concept is good for an information
need. In practice, such decisions are often made by calculating some goodness
measure and then either selecting items above a certain threshold or selecting
a fixed number of items with the highest measure. Hauptmann et al. (2007)



4.3 — Background: Concepts Selection Objectives and Evaluation | 67

find that Mutual Information (Arndt, 2001) between relevance and concept
occurrence to be a suitable goodness measure for a concept to be selected for
a given information need. The Mutual Information is defined as follows:

P(C=c¢c,R=r)
MI(R;C)= Y  P(C=c,R=r)log — — (4.1)
creton) (P(C = c)P(R = r‘))

Note, in the original work from Hauptmann et al. (2007) the event space for
the probability measure is not specified. In this thesis, we assume that the
probability measure is defined on the collection D, because concept selections
and weightings should be collection dependent.

4.2.2 Evaluation of Concept Selection and Weighting

Because of its importance in the retrieval process, it is desirable to evaluate
the performance of concept selection and weighting methods independently
from the final search performance. However, there is little research on the
evaluation of such methods. We were the first to propose a concept selection
evaluation method based on human judgments (Hauff et al., 2007). Here,
humans select concepts which they expect to be important for an informa-
tion need. The concept selection method which is evaluated is assumed to
return a ranked list of concepts. The evaluation is then performed using the
mean average precision (MAP), considering concepts as documents and the
importance of the concept as its relevance. Since the users were novice to
the retrieval domain, the evaluation is aimed at a general applicability of a
concept, not whether it is useful in a specific collection.

Huurnink et al. (2008) provide a more extensive study of evaluation meas-
ures for concept selection methods. Two so-called benchmarks are defined
which are described in the following. First, the user benchmark is defined,
for which users ordered concepts according to their importance to an in-
formation need. Second, the collection benchmark is defined. The collection
benchmark uses a collection with known concept occurrence and relevance
judgments to calculate the Mutual Information between each concept and
relevance, see Equation 4.4. The concepts are then ordered by their Mutual
Information. Therefore, while the user benchmark contains generally useful
concepts, the collection benchmark is collection-specific to the collection, on
which the Mutual Information is calculated. For both benchmarks, two eval-
uation measures are proposed: the set agreement, which evaluates whether
the concepts selected by a concept selection method overlap with the se-
lection in the benchmark, and rank correlation, which measures correlation
between a ranking of concepts, returned by a concept selection method, with
the ranking defined by the benchmark by Spearman’s correlation (Triola,
2008). Currently, there is no evaluation measure which quantifies the good-
ness of estimated concept weights. Therefore, we limit the evaluation of our
concept selection and weighting method to the selected concepts.
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4.3 Annotation-Driven Concept Selection

In this section, the ADCS method is described. Ideally, a concept selection
should be based on the search collection in order to be collection-specific.
However, relevance and concept occurrences are unknown in the search col-
lection which makes the selection of concepts difficult. Therefore, in the
ADCS method the selection is done on a development collection which has
been completely annotated with the occurrences of all available concepts in
the concept vocabulary and only the relevance to a certain information need
is uncertain. To attain information about relevance, while giving the user
a high degree of freedom to formulate his query, the development collection
is textually described and an initial text search is performed on the textual
representation of the development collection.

4.3.1 Text Collection from Development Collection

In order to perform a search on the development collection using a textual
query, for each shot s a textual description desc(s) is produced. In general,
the descriptions should be made in a way that a text retrieval engine can
return a good ranking of the documents with regards to the relevance of the
underlying shot. Ideally, the text descriptions meet the following criteria.
First, they are precise (unambiguous). Second, they are exhaustive, so that
all words that a user could use to express his information need will be properly
represented. Unfortunately, the two criteria contradict each other since a
longer text inevitably introduces more ambiguity.

In the following, the used components of the textual description, desc(s),
are described. Clearly, words being said during the shot have a descript-
ive nature for the shot’s content and therefore the output of an automatic
speech recognition system, asr(s), is included in the description. However,
many information needs will be concerned with the visual content of a shot
so that the spoken words will only be of limited help. Therefore, textual de-
scriptions for occurring concepts, which often describe the visual content, are
also considered. The ADCS method investigates the following concept de-
scriptions. First, the name and definition of the concept C, def (C'). Second,
the content of a Wikipedia article about this concept, wiki(C'). In order to
obtain the article text, an article with the concept’s name was automatic-
ally downloaded from Wikipedia2. If this resulted in a disambiguation page
or the page did not exist, an article was chosen manually. Therefore, for a
given shot s the textual shot description is the concatenation of the above
components:

desc(s) = asr(s) + Z [def (C) + wiki(C)]

CeVe,ce(s)=1

2http://en.wikipedia.org


http://en.wikipedia.org
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Here, the + operator refers to the concatenation of text. Note, this is only
one possible way of creating shot descriptions, and further improvements are
left to future work.

After the creation of the text descriptions, the development collection is
indexed by a standard text retrieval engine. This index is used at query time
to efficiently rank shots through their description. This fulfills the first step
of the search procedure which was described in Section 4.1.

4.3.2 Occurrence Probability of a Concept Given Rel-
evance

This section describes how the ADCS method estimates the occurrence prob-
ability of a concept given relevance, P(C|R), which will be used to calcu-
late the mutual information of a concept and relevant shots. Furthermore,
this probability can be used in several retrieval functions, including the one
proposed in Chapter 5. This estimation is the second step in the concept
selection procedure described in Section 4.1.

It is assumed that the concept occurrence in relevant shots in the devel-
opment collection D’ are similarly distributed as in the search collection D.
This is a reasonable assumption for video data of the same domain. Therefore
we assume:

P(C|R) = Pp/(C|R) for all C' € V¢

To start, the query is executed on the textual description of the development
collection by a text retrieval engine TX7T. As a result, for each shot s its
concept occurrences @(s), its rank and its text retrieval score scorepyp(f)
are known. Here, f are the features used by the text retrieval engine. Let
S, ..., Sy be the ranking of all N shots in the development collection D’. In a
perfect ranking where the m relevant shots in the development collection are
at the top of the ranking, the probability of a concept occurrence in relevant

shots can be calculated as follows:

[{sile(si) = 1, i < m}|

P(C|R) ~ (4.2)

Here, the number of relevant shots with concept C' is divided by the number
of relevant shots m. However, in reality not all relevant shots will be in
the highest ranks. At best, the relevant shots will have higher ranks than
irrelevant shots. Therefore, m is fixed to an empirical value and is now the
cut-off value indicating the shots which are considered for the estimation,
similar to Croft and Harper (1979). The probability of a concept occurrence



70 | Chapter 4 — Concept Selection and Weighting

given relevance P(C|R) is then estimated as follows:?:

ZZl,c(si):l SCOTeTXT(f(‘Si))
S scorepyr(f(si)

P(C|R) ~ (4.3)

Here, the sum of all scores of the first m shots in which a concept occurs are
divided by the total sum of the scores of the first m shots. Therefore, the
estimate is always normalized. This has the effect that shots which occur
later in the ranking have less influence on the estimation.

4.3.3 Concept Selection

In this section, the actual method of selecting concepts, based on the previ-
ously estimated probability, is described. The Mutual Information of R and
a concept C' can be calculated with the conditional probability P(C|R) and
the two priors P(C) and P(R). The estimation of the first probability is
described above. The second can be estimated from the detector output of
the search collection, see Section 3.3.5. Therefore, when assuming a small
value for the prior probability of relevance the Mutual Information can be
estimated. Throughout this thesis, 50 relevant shots per query are assumed
and we have: P(R) = %. Using these probabilities together with the law
of total probability, it is possible to estimate the probability of a concept
occurring in irrelevant shots:

P(C=1)—P(C=1|R=1)P(R =1)

P(C=1|R=0)= T RE=T)

Now, an estimate for the Mutual Information can be given:

o B B B P(C=¢c|R=r)
MI(R;C)= Y  P(C=c|R=r)P(R=r)loyg ( PO =0 )

c,re{0,1}

(4.4)

Note, the above calculation follows directly from its definition in Equa-

tion 4.4. In the following, the concept vocabulary is sorted using this es-

timate and a fixed number of n top-ranked concepts is selected for the search
in the search collection.

4.3.4 Implementation

Algorithm 4.1 describes a basic implementation of the ADCS method. First,
the query (represented by its features) is passed to a text retrieval engine
TXT, which returns a ranking /, consisting of pairs of documents and scores.

3In Aly et al. (2009) this estimation method was termed score-based estimation. Fur-
thermore, a second estimation, the certainty-based was proposed. However, the certainty-
based method never improved upon the score-based method and therefore only the score-
based method is used throughout this thesis.
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For the top-m shots in the ranking where the concept C' occurs the scores are
summed up to the query-specific weight for the concept, w(C'), which is the
occurrence probability of the concept C' in relevant shots, P(C|R). In the
following, the weights are normalized by the total sum of the scores from the
top-m shots. The list of concepts is then sorted by the Mutual Information
and the top-n concepts are returned.

Algorithm 4.1: The Annotation-Driven Concept Selection method.
Data: Concept Vocabulary Vg,
Query features QﬁF )
Rank cut-off m,
Number of concepts to use in query n,
Text retrieval engine TXT,
Concept weights w with w(C') = P(C|R)

selectheightADCS(q} : dom(QﬁF)) :

begin
[ := retrievalrunrxr(qf)
sum =0

for j =0;7 < m;j++ do
(d,s):=1[j] // jth shot
sum-+=s
foreach ¢ € Vs do
if ¢(d) =1 then
| we+=s
end

end
end
// Normalization
foreach C' € V- do
w(C)/=sum
calculate mi(C') // according to Eq. 4.4
append C to concepts list
end
concepts := sort(concepts, mi(C) DESC')
// return the top-n concepts sorted by the the mutual information
return (top(concepts,n), w)
end
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4.4 Experiments

In this section, the ADCS method is evaluated independently of the retrieval
performance for a search collection. For information on the influence of the
ADCS method on the search performance, the reader is referred to Chapter 5
and Chapter 6.

4.4.1 Experiment Setup

We use the TRECVid 2005 development collection with the official 24 TREC-
Vid 2005 queries* for the evaluation. Additionally, we consider the MediaMill
vocabulary which comprises 101 concepts (Snoek et al., 2006) and the Vireo
subset (Jiang et al., 2007) which comprises 374 concepts of the LSCOM
vocabulary (Naphade et al., 2006) together with the corresponding annota-
tions. Note, this setup deviates from the envisioned scenario of the ADCS
method, since the evaluation is performed on the same collection as the
one which is used for concept selection. However, since there was no other
collection available with a sufficient amount of annotations and relevance
judgments, this was the only possible experiment setup to evaluate concept
selection.

Performance Measures The quality of the proposed concept selection
method is evaluated through the average precision of the ranking, see Hauff
et al. (2007), and rank correlation of the collection benchmark from Huurnink
et al. (2008). For our evaluation method, proposed in Hauff et al. (2007), it is
assumed that all concepts with a positive Mutual Information for a query are
relevant and the collection benchmark was chosen since the proposed method
aims to find concepts for the search collection. The set agreement measure
is not reported because it does not contain information of the ordering of
concepts.

Baselines We use two baselines for the evaluation: text matching, the best
performing baseline method from (Huurnink et al., 2008), and wiki-article,
from our previous work (Hauff et al., 2007). The text matching method
matches the concept description with the query text (after stop word removal)
using the vector space model. Concepts are then returned in the order of the
vector space score. Furthermore, the wiki-article method uses articles from
Wikipedia to describe the concepts. A normal text retrieval engine is then
used to rank the documents for a certain query.

Initial Text Retrieval Run The initial text retrieval runs were performed
with the general purpose retrieval engine PF/Tijah (Hiemstra et al., 2006)

4Relevance judgments were kindly provided by Rong Yan formerly at Carnegie Mellon
University (Yan and Hauptmann, 2007)



4.4 — Experiments | 73

using the NLLR retrieval model (Rode and Hiemstra, 2006) to rank shots in
the development collection. The search performance of the shot descriptions
based on the Vireo vocabulary was poor, see Section 4.4.2. Therefore, we
also evaluated the concept selections of the Vireo vocabulary based on the
results of the initial text retrieval run on the text description from the Me-
diaMill vocabulary for comparison. Note that it is possible to use different
shot descriptions, for example using the MediaMill vocabulary, to generate a
ranking of shots, but perform the weight estimation from Equation 4.3 and
Equation 4.4 for another concept vocabulary.

Result Presentation All results are displayed using quartiles, visualizing
the distribution of the performance measure of the 24 queries. The elements
of this distribution are defined as follows: let ¢ be a query and pm(q) be
the performance measure of this query. Furthermore, let (¢, ..., qy) be the
sorted list of the queries by their performance measure pm. The lowest
point is the lower outlier m(¢). The first quartile is the point dividing the
lowest quarter of the queries pm(qL% J) from the rest. The second quartile
(the median) is the performance of the middle query pm(qL% J>' The third

quartile is the point, dividing the upper quarter of the queries pm(qL% J)

from the rest. Finally, the highest point is the upper outlier pm(qy).

4.4.2 Initial Text Retrieval Run

The proposed method depends on a good precision of the initial text retrieval
run. Therefore, as a preliminary indicator of the selection performance the
MAP of the 24 TRECVid 2005 queries on the development collection was
evaluated. For the shot descriptions using the MediaMill vocabulary, this
resulted in a search performance of 0.26 MAP. On the other hand, the shot
descriptions using the Vireo vocabulary only resulted in a search performance
of 0.14 MAP.

4.4.3 Evaluation of Concept Selection

This section describes the experiments which were performed to assess the
effectiveness of the proposed concept selection and weighting method. Fig-
ure 4.1 and Figure 4.2 show the comparison of the ADCS method with the
text matching baseline method from (Huurnink et al., 2008) and our wiki-
article baseline (Hauff et al., 2007). The performance measures are reported
separately for the MediaMill and the Vireo vocabularies. In all plots, the
x-axis denotes the different cut-off values m with the two baselines shown on
the right.

Average Precision Figure 4.1 shows the results of the average precision
measure for the two concept vocabularies. The y-axis shows the average
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Figure 4.1: FEvaluation of concept selections using the average precision
measure (TM=text matching baseline, WA =wiki-article baseline).
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precision of the 24 queries using quartiles, see Section 4.4.1. Figure 4.1 (a)
shows the results for the MediaMill vocabulary. The median average precision
of the ADCS method rises until m=250. Afterwards, all three quartiles stay
approximately the same. The lower outlier is always zero, meaning that
there is always at least one concept selection which has an average precision
of 0. From a cut-off value of m=200 the third quartile of the text matching
baseline is approximately as high as the first quartile of the ADCS method.
The wiki-article baseline performs better than the text matching baseline.
From a cut-off value of m=250 fifty percent of concept selections of the
ADCS method achieve a better performance than the wiki-article method
(the third quartile of the WA is beneath the median of the ADCS method.
Figure 4.1 (b) shows the results of the Vireo vocabulary where the initial
text retrieval run was performed using the MediaMill concept descriptions.
The results for the ADCS method are similar to the MediaMill vocabulary,
only the upper outliers show a lower performance. For both baselines, text
matching and wiki-article, 75% of the queries have a lower performance than
75% of the ADCS method. Figure 4.1 (c) shows the results of the Vireo
vocabulary where the initial text retrieval run was performed using the Vireo
concept descriptions themselves. Compared to Figure 4.1 (b) the baselines
are unchanged since they do not depend on the initial retrieval run. The
median concept selection also stays approximately the same. However, the
distribution of the 24 queries is much denser around the median and the top
performing queries (the upper outliers) also achieve a lower performance.

Rank Correlation Figure 4.2 shows the results of the rank correlation
measure for the two concept vocabularies. The y-axis shows the rank cor-
relation of the 24 queries using quartiles, see Section 4.4.1. Figure 4.2 (a)
shows the results for the MediaMill vocabulary. Here, the first quartile and
the median slowly increases with the cut-off value while the third quartile
stays approximately the same at a rank correlation of 0.5. The upper outlier
slowly decreases. With a high cut-off value of m=500, 75% of the concept
selections from ADCS are better than 75% of the text matching method. The
wiki-article method performs similarly to the ADCS method except that the
upper outlier has a lower performance. Figure 4.2 (b) shows the results for
the Vireo vocabulary where the initial text retrieval run was performed using
the MediaMill concept descriptions. Here, the lower outlier, the first quartile
and the median increase performance while the upper outlier remains approx-
imately the same. For a cut-off value of m=600 nearly all concept selections
of the ADCS method are better than the text matching baseline. For the
wiki-article baseline the upper outliers are lower, otherwise the baseline per-
forms similarly to the ADCS method. Figure 4.2 (c) shows the results for
the Vireo vocabulary where the initial text retrieval run was performed us-
ing the Vireo concept descriptions themselves. Compared to Figure 4.2 (b)
the baselines are unchanged since they do not depend on the initial retrieval
run. The distribution of concept selections concentrates close to the upper
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outlier, with an increasing cut-off value m. For all cut-off values it holds that
50% of the concept selections of the wiki-article baseline have a higher rank
correlation than 75% of the concept selections from the ADCS method.

4.5 Summary and Discussion

This chapter introduced the Annotation-Driven Concept Selection (ADCS)
method to select good concepts and set their weights using a textual query.
The method is based on the construction of a textual representation of the
development collection which was created to train concept detectors. The
textual representation was built from the output of automatic speech recog-
nition software and descriptions of the occurring concepts in a shot, which
allows shots to be found for information needs looking for visual content.
The concept descriptions consisted of the names, definitions and Wikipedia
articles of concepts. For a new query, the following procedure is used to pro-
duce concept selections and weightings. First, the textual query is evaluated
on the textual representation of the development collection and produces a
ranking of shots. Second, the ADCS method estimates the occurrence prob-
ability of a concept in relevant shots, by using the score of the returned shots
as weights. Here, higher ranked shots had a higher influence on the estim-
ate and only the top-m shots were considered, which was referred to as the
cut-off value. Finally, the estimated probability was used to calculate the
Mutual Information of each concept with relevance. Then, the n concepts
with the highest Mutual Information were selected to be used for retrieval in
the actual search collection.

The evaluation of the ADCS method was performed on the TRECVid
2005 test collection using the average precision measure, see Hauff et al.
(2007), and the rank correlation measure, see Huurnink et al. (2008). We
investigated the following two concept vocabularies. First, the MediaMill
vocabulary comprising 101 concepts. Second, the Vireo vocabulary compris-
ing 374 concepts. For comparison, we used the baseline method text match-
ing, proposed by Huurnink et al. (2008), and our own wiki-article method,
proposed in previous work (Hauff et al., 2007).

The ADCS method performed stably using both concept vocabularies,
both in terms of average precision and in rank correlation, with mildly in-
creasing performance for higher cut-off values. For both measures, the per-
formance was better for the MediaMill vocabulary than for the Vireo vocab-
ulary. A possible reason is that in a larger concept vocabulary it is easier
to select less useful concepts. Furthermore, the Vireo concept vocabulary
performed better with a textual representation using the MediaMill vocabu-
lary. Our interpretation of this is that a too verbose shot description (which
results from a larger concept vocabulary) introduces less useful terms to the
description. In terms of average precision, the ADCS method often returned
better concept selections than the two baselines, Term Matching and wiki-
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articles. We propose that this originates from the more elaborate textual
description of shots (compared to the ones of a single concept), which allows
the text retrieval method to give higher ranking to shots in which multiple
important concepts occur. This, in turn, results in a higher ranking of both
concepts. In terms of rank correlation, the wiki-article method performed
similarly to the ADCS method.

As there is no evaluation method for the accuracy of assigned concept
weights, the evaluation of the produced weights are left to future work. Fur-
thermore, we propose to investigate other shot description methods than
Wikipedia articles.

The influence of the ADCS method on the search performance is evaluated
in Chapter 5 and Chapter 6.



Chapter 5

Video Shot Retrieval

This chapter is based on Aly et al. (2008a) and Aly et al. (2009).

5.1 Introduction

This chapter presents the Probabilistic Ranking Framework for Unobservable
Events (PRFUBE) for concept-based video shot retrieval. The PRFUBE is
an application of the more general URR framework, presented in Chapter 3,
for the document representations of binary concept occurrences. Compared
to most other video shot retrieval functions described in Chapter 2 it has the
following advantages:

(1) The PRFUBE takes into account all possible combinations of occur-
rence and absence of the considered concepts. Therefore, the PRFUBE
explicitly models the case that concepts do not occur in relevant shots.

(2) The retrieval function of the PRFUBE is based on concept occurrences
and is derived from the established Probability of Relevance Ranking
Principle.

(3) The PRFUBE combines the retrieval function and the document rep-
resentation uncertainty, originating from the detection of multiple con-
cepts theoretically motivated by the URR framework.

The remainder of this chapter is structured as follows: In Section 5.2,
the background concerning the ranking of binary document representations
in text retrieval is given. Afterwards, Section 5.3 proposes the PRFUBE.
Section 5.4 describes experiments which show the benefits of using the pro-
posed framework. Finally, Section 5.5 ends this chapter with a summary and
discussions.

79
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5.2 Background: Ranking Binary Representa-
tions

In this section, the well-known Probability Ranking Principle for IR (PRP)
(Robertson, 1977) is introduced because the ranking function of the PR-
FUBE, proposed in this chapter, is derived from this principle. Afterwards,
work from probabilistic indexing in text retrieval is described, because of the
similarity to the proposed framework.

5.2.1 The Probability Ranking Principle for IR

The PRP is a general principle stating that it is optimal to rank by the pos-
terior probability of relevance given an abstract document representation f of
a document, P(R|F = f). In the literature, there are two ways for the calcu-
lation of the posterior probability. First, discriminative models, which map
a document representation f € dom(ﬁ' ) to a probability, see for example Yan
(2006). Second, generative models which model the probability of relevance
by the probability of the document representation f given relevance and the
prior probability of the representation in the collection, see Bishop (2006) for
a more detailed discussion. In this chapter we will use discriminative models,
for which the PRP can be defined as:

—w@P@ (5.1)
P(F=7]

retfuncprp(F, w)(f : dom(F)) = )

with . o
w(f) = P(F = f|R)

Here, the probability of the document representation given relevance P (ﬁ =
f|R) is a query-specific weight and the prior probability of the document rep-
resentation is a collection statistic, which can be calculated during indexing
time. Furthermore, the relevance prior P(R) can be ignored for the calcu-
lation of a ranking score value, since it is constant per query. Spérck-Jones
et al. (2000); Fuhr (1992) give an overview of the vast amount of literature
on this topic.

5.2.2 Probabilistic Indexing

An alternative to the assumption that librarians can assign fixed indexing
terms to documents is probabilistic indexing, where a librarian, or a com-
puter, only assigns probabilities as to whether a document would be indexed
under a given index term. Croft (1981, 1983) integrates the probabilistic in-
dexing approach with the binary independence model, by calculating the
expected binary independence score from the binary independence model
(BIM), see Equation 2.11, given the assigned probabilities. However, Fuhr
(1989) shows that this retrieval function is not rank preserving to the PRP.
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A reason for this was given in Section 3.3.5. Instead, Fuhr (1989) proposes
another retrieval function:

retfuncpropraz{ dm, W) (P(t;|dp), . .. P(ty]dn)) =

n

11 [ZE%;P(EI%) 4 %P(i—mm) 52)

)

with
w(T,) = P(T; = 1|R)

Here, w(T;) is the probability that a relevant document is indexed with term
T;, P(T;) is the prior probability of a document being indexed with 7; and
P(T;|d,,) is the probability that documents, of which we have knowledge
d,,, are indexed with term T;. The knowledge d,, is similar to the confidence
scores for a video shot 0. The ranking function in Equation 5.2 is similar
to the ranking framework proposed in this chapter and both frameworks are
compared in Section 5.3.3.

5.3 Probabilistic Ranking Framework for Un-
observable Binary Events

This section applies the UUR framework to the Probability of Relevance
ranking function of uncertain binary concept occurrence representations,

which results in the PRFUBE.

5.3.1 The Ranking Function

The URR framework requires a ranking function to rank documents under
a known document representation. Because of the similarity between binary
concept occurrences and binary index term assignments, the PRP is used.
For a given document representation of concept occurrences ¢, the retrieval
function is derived from Equation 5.1:

retfuncprpe(C, w)(@ : dom(C)) = (5.3)

with )
w(é) = P(C = ?)|R)

Here, PRPC is the probability of relevance ranking function based on a
concept-based document representation C'. The query-specific weight w(?) is
the probability of a concept-based document representation given relevance.
Furthermore, P(é’ = () is the prior of this document representation and
P(R) is the relevance prior, which can be left out since it does not influence
the ranking.
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5.3.2 Framework Integration

However, the concept-based document representation is uncertain. As a res-
ult, the score of a document is also uncertain. Therefore, let scoreq :=
new T@tfunCpRpO<é ,w) be the score function for the current information
need based on a concept document representation C , which is derived from
the ranking function Equation 5.3. For a document d the document specific
random variable for its representation is C(d)'. Furthermore, let S(d) =
scoreq(é’ (d)) be the random variable “the score for document d”. We now
define the two components of the URR framework, the expected score and
its variance.

Expected Score The expected score for the probability of relevance rank-
ing function from Equation 5.3 is defined as:

E[S(d)d)= 3 scoreq(?)Pa(C(d) = ¢]5) (5.4)

2edom(C(d))

Here, € is one of |dom(C(d))| = 2" possible representations of the n con-
sidered concepts. Each document representation ¢ has the score scoreq(¢).
The expected score is the weighted average of these scores, according to the
occurrence probability of the representation.

Variance of Score The second component of the URR framework is the
variance of the score. Following the derivation in Equation 3.6, the variance
of the score is calculated via the expected squared score:

var[$(d)|3] = E[S(d)?3] — E[S(d)|5)* with (5.5)
E[S(d)’|5] = > scoreq(2)*Po(C(d) = ¢|0)
gedom(C)

The variance expresses how much the possible scores vary for a given distri-
bution of possible representations.

Combining the Components According to Section 3.3.4 documents should
be ranked by a combination of the expected score and its standard deviation:

RSV/(d) = E[S(d)|3] ~b y/var[5(d)]5) (5.6)
Eq. 5.4 Eq. 5.5

Here, b is the risk parameter representing the risk attitude of the retrieval
engine. If b > 0, the retrieval engine is called risk-averse. For b = 0 the
retrieval engine is risk neutral and for b < 0, we call the retrieval engine
risk-loving. Equation 5.6 is the direct application of the URR framework on

'For an explanation of document specific document variables see Appendix A.
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representations of binary concept occurrences. However, Equation 5.6 has a
run-time complexity of O(2") (that is because Equation 5.4 and Equation 5.5
have a run time complexity of O(2"), and is therefore only usable for small
numbers of concepts, n.

5.3.3 PRFUBE: Operational Ranking Function

Since the retrieval function from Equation 5.6 is not applicable to realistic
numbers of concepts, the ranking function has to be adjusted in order to be
executed efficiently. The result will be the ranking framework proposed by
this chapter. The following independence assumptions are made to make the
computation more efficient:

P(C|R) = HP<02’|R) (5.7)

P(C) = [P (5.8)

Here, Equation 5.7 assumes conditional independence of all random vari-
ables C;, given relevance; which is a common assumption in text retrieval.
Equation 5.8 assumes that the concept variables are independent. These
assumptions are also made by Fuhr (1989) for index term assignments.

Furthermore, recall that we make the following independence assump-
tions concerning the probability measure of concept detectors, described in
Section 2.3.4:

H Pqo(Cilo;) (5.9)

Expected Score By using the above independence assumptions and using
the generative version of the probability of relevance ranking function from
Equation 5.3, the expected score from Equation 5.4 can now be expressed as
follows:

ssaia=rw Y[R =ao)  60)

gedom(C)

Here, the query-specific constant P(R) can be ignored. Additionally, because
C is a vector of binary random variables the generalized distributive law can
be applied, see Aji and McEliece (2000), which results in the operational
calculation of the expected score:
1 —
Pq(Ci(d)]o:) +

E[S(d)|o] =
i=1 [!u;(g) T P(C 'Pﬂ(@(d)loi)/ (5.11)

-~ TV
C; occurs ¢; is absent

n

—~
[ST=8
\_/@
SN—
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with
w(C;) = P(Ci|R)

Here, w( ;) is the occurrence probability of a concept given relevance. P(C;)
is the concept prior, which is calculated according to Equation 3.11, and
Pq(C;lo;) is the probability measure of a concept occurring in € given the
confidence score o;.

Variance of the Score By following the calculation in Equation 5.5, the
variance of the score can be calculated through the expected squared score
E[S(d)?|6] and a similar derivation to the one of the expected score in Equa-
tion 5.3.3 results in:

B[S(d)?|5] =
(120 puicaton + =T nyca

from which we can calculate the variance:

var[$(d)|d] = E[S(d)?3] — E[S(d)|d)? (5.13)

Combining the Components Using the expected score and its variance,
the ranking score value of a document can be calculated as follows:

RSV (d) = E[S(d)|] ~b \/var[S(d)[7] (5.14)

(&
-~

Eq. 5.11 Eq. 5.13

Here, the risk parameter b determines the mixture of the expected score and
the variance and Equation 5.14 is the direct derivation the URR framework.
However, we will show in an experiment in Section 5.4.5 that for a risk-loving
setting (b < 0) the influence of the variance does not affect the search per-
formance while with a risk-averse setting (b > 0) the search performance
quickly degrades. Therefore, we always set b = 0 and only use the expected
score in Equation 5.11 as the operational ranking function for binary docu-
ment representations, PRFUBE. Its time complexity is in O(n) with small
constants (6 multiplications and 1 addition per concept). Therefore, it is
usable for all common numbers of selected concepts.

Similarity to Fuhr’s Retrieval Function Equation 5.11 is mathematic-
ally equivalent to the ranking function for probabilistic indexing from Fuhr
(1989), see Equation 5.2. However, the difference lies in the considered prob-
abilistic event space of the two methods: Fuhr (1989) (p. 59) considers the
cross product between all queries, documents and possible index assignments
to be events. A document is ranked by the probability of relevance given the
knowledge a retrieval engine has of this document, by marginalizing over the
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uncertain index term assignments. Therefore, each document has exactly one
score. On the other hand, the PRFUBE considers the original event space
of the probability of relevance ranking principle, where the events are pairs
of the current information need and the documents in the collection. With
known concept occurrences, the documents are ranked under the probabil-
ity of relevance given their correct concept occurrences, which correspond
to the index term assignments. Since the concept occurrences are uncer-
tain, documents have multiple possible scores and they are ranked by the
expected score. As a result, while mathematically equivalent, the difference
between Fuhr’s ranking function in Equation 5.2 and the PRFUBE is the
interpretation of the ranking process.

Similarity to the PMIWS If the part of Equation 5.11 marked with C;
is absent is left out, we have a ranking function which produces the same
rankings as the Pointwise Mutual Information Weighting Scheme, PMIWS,
from Zheng et al. (2006), see Equation 2.7. This suggests that Zheng’s rank-
ing function only considers the case where all concepts occur. In other words,
Zheng’s ranking function is the probability of relevance given the represent-
ation where all n concepts occur, multiplied by the probability that this
representation was the correct one. Therefore, the main difference between
the PRFUBE and the PMIWS ranking function is that the PRFUBE also
considers cases where concepts can be absent in relevant shots.

5.3.4 Implementation

Algorithm 5.1 shows a pseudo code implementation for the operational PR-
FUBE described in Equation 5.11. First, in the procedure retrievalrun,
concepts are selected using the Annotation-Driven Concept Selection, see
Chapter 4. The PRFUBE appears as an instance of the traditional inform-
ation retrieval process, as described in Section 1.2, since the treatment of
multiple representations is not done by iterating over all possible representa-
tions. Instead, the ranking function iterates over all selected concepts — which
results in the same scores as the iteration over all 2" possible representations
because of the distributive law (Aji and McEliece, 2000).

5.4 Experiments

This section presents the experiments which were performed to assess the
performance of the proposed PRFUBE.

5.4.1 Experimental Setup

Collections This section describes the experimental setup. Statistics about
the collections and concept detectors, which are used in the following exper-
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Algorithm 5.1: Implementation of the video shots retrieval engine

PRFUBE.
Data: Collection D,

Query Features QAF ,
Concept Statistic P(C')
w is the query-specific weight: w(C;) = P(C;|R)

—

retfuncPRFUBE<5, w)(o : dom(0)) =

n | w(C; —w(C;
[T7 | 42 P(Cilo) + L2 P(Ci o)

retrievalrun(qf € dom(QF)) :
begin
// Score Function Definition
(C, w) := selectNweightspcs(qf) // from Chapter 4
// confidence scores corresponding to selected concepts
0:=(0,,...,0.)
scoreq 1= new retfuncPRpUBE(é, w)
// Match and Combine
foreach Document d in D do
| Append (d, scoreq(d(d)) to ranking
end
return sort(ranking, ranking.score DESC')
end

iments are summarized in Table 5.1. We consider two classes of collections.
First, the primary collections, TRECVid 2005 (tv05t) and TRECVid 2007
(tv07t), which will be used in graphs to visualize the results of the experi-
ments. Second, secondary collections which will only be used in summaries.
The primary collections were chosen since they are from two different video
domains and they are often used in the literature.

Retrieval Functions We compare the PRFUBE against a set of retrieval
functions representing the uncertainty classes presented in Section 2.4. Table 5.2
shows and overview of the used retrieval functions. Note, it would have been
interesting to compare PRFUBE with the “Probabilistic Model for combining
diverse Knowledge Sources in Multimedia” (PKSrc) by Yan (2006). However,
this ranking function was not included since it requires confidence scores on a
development collection which were only available for the TRECVid 2005 col-
lection. For display purposes, the Pointwise Mutual Information Weighting
Scheme PMIWS and the CombMNZ method are used for detailed experi-
ments. The remaining retrieval functions are only included in summaries.
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Collection | Shots | Domain | Queries | Detectors | Concepts | Training
Data

Primary Collections (used in all experiments)

tv05t 45,765 | News 24 MM101 101 tv05d

tv0Tt 18,142 | G. TV 24 Vireo 374 tv05d
Secondary Collections (used only in summaries)

tvOG6t 79,484 | News 24 Vireo 374 tv05d

tvO8t 35,766 | G.TV 48 Vireo 374 tv05d

tvO8t 35,766 | G.TV 48 MMO09 64 tv07d

tv09t 61,384 | G. TV 24 MMO09 64 tv07d

Table 5.1: Statistics over the used collections in the presented experiments.
The following abbreviations are used: tvXXt: Search collection of year 20X X,
News: Broadcast News, G.TV: General Dutch Television. The detector sets
are described in the following publications: MM101 (Snoek et al., 2006),
Vireo (Jiang et al., 2010), MM09 (Snoek et al., 2008).

’ Ret. Func. ‘ Description ‘ Definition
. | Multiply Nnon-zero s
CombMNZ (see Sec. 2.4.2) [1: P(Cifos)
Unweighted sum of
CombSUM scores (see Sec. 2.4.2) 2. P(Cifos)
Pointwise Mutual
. Information Weight- P(Ci|R)
PMIWS ing  Scheme  (see 2. log(Tpray ) P(Gilod)
Sec. 2.4.2)
Rank  Based (see
Borda-Count Sec. 2.4.3) > rank(P(C;lo;)
Binary Independence , p(1—q)
BIM Model (see Sec. 2.4.4) 2 ci 108 (=)
Expected  Concept
ELM Occurrence Language [T, [\P(Cilos) + (1 = N P(CiD)

Model (A = 0.1) (see
Sec. 2.4.5)

Table 5.2: Retrieval functions (Ret. Func.) used in the experiments. Re-
trieval functions marked by * are used in detailed comparison while others
are only used in summaries.
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Concept Selection and Weighting For the concept selection and weight-
ing two baselines are investigated, which are discussed in Section 5.4.2. Fur-
thermore, for automatic concept selection and weighting, the Annotation-
Driven Concept Selection (ADCS) method was used, see Chapter 4. Two
different development collections were used for the estimation of the query-
specific weights P(C|R). First, for the MM101 and Vireo detector sets, de-
scriptions of the TRECVid 2005 development collection based on the MM101
vocabulary are used. Second, for the estimation of the weights for the
MMO09 detectors, descriptions from the TRECVid 2007 development collec-
tions based on the 64 concepts are used. The shot description consisted of
the automatic speech recognition output plus the concept definitions and the
corresponding Wikipedia articles of the occurring concepts. For the initial
text retrieval run the general purpose retrieval engine PF/Tijah (Hiemstra
et al., 2006) was used to rank shots in the development collection.

5.4.2 Baseline and User Vote Concept Selection

Baseline In order to compare the search performance of the ADCS method
we use our previously propose approach, see Hauff et al. (2007), as a baseline
(called wiki-articles). The approach represents each concept by a Wikipedia
article and executes a query first on this collection to attain scores for each
concept. The score is then linearly transformed into the interval within [0 : 1]
to be able to interpret them as the occurrence probability of a concept given
relevance, P(C|R), which is used in by the PRFUBE and PMIWS method.

P(C|R) = wmnge + lowest (5.15)

maxr — min

Here, score is the score from the text retrieval engine, min and max are the
minimum and maximum returned score. Furthermore, range is the width of
the interval and lowest is the lowest value of the interval. For the TREC-
Vid 2005 collection, the empirical optimal parameter setting is range=0.60
and lowest=0.05. For this collection, the baseline achieves a performance
of 0.051 MAP. Furthermore, for TRECVid 2007 the parameter setting was
range=0.20 and lowest=0.05 and the proposed baseline achieved 0.013 MAP.

Golden Standard In order to create a golden standard?, we investigate
how effective humans can select concepts. Here, the results from a user study
with 23 users are investigated. The users were asked to select all concepts,
which they thought were related to an information need. Afterwards, the
occurrence probability of a concept given relevance, P(C|R), was estimated
by the relative number of users who selected the concept C'

numUser(C')

numUser

P(CIR) = (5.16)

2A performance level which indicates a good performance of an automatic concept
selection method.



5.4 — Experiments | 89

0.09
0.08 | ]
0.07 | |
0.06 [ 1
0.05 \

0.04
0.03

0.02 T :

Mean Average Precision

0.01 8

2 4 6 8 10 12 14 16 18 20

Number of Concepts

PMIWS

CombMNZ - PRFUBE

Figure 5.1: Concept selection and parameter estimation from user-study
(called Golden Standard).

Here, numUser(C') is the number of users who selected concept C' and
numUser is the total number of users having participated in the study. The
underlying assumption is that more users will select a concept if it occurs
more often in relevant shots. Due to constraints in resources and the large
number of concepts the study was limited to the TRECVid 2005 topics and
the MM101 vocabulary. Note, since multiple users are involved in the search
process, the practical application of such a concept selection method is only
applicable in collaborative search scenarios, as for example demonstrated by
Adcock (2007).

Figure 5.1 shows the results of the combination of the concepts selected
by the users form the study. Only 20 concepts out of the 101 concept in the
MM101 vocabulary were plotted, because this was the maximum number of
selected concepts for an information need. All methods show their best per-
formance at approximately six concepts. However, from the seventh concept
onwards the performance decreases for all methods. Investigations revealed
that the eighth concept, Crowd, for the query 0156 Tennis player on the court
which had the highest average precision did appear less often in relevant than
in non-relevant shots. The reason is that the concept referred to a courtroom
while the users assumed it to refer to a tennis court. PRFUBE performs in
all cases better than the other methods. The maximum performance of 0.078
MAP from the PRFUBE is used as a golden standard to judge the retrieval
performance with the ADCS method in Section 5.4.3.
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Figure 5.2: Performance of retrieval runs on the TRECVid 2005 test using
the Annotation-Driven Concept Selection method, see Chapter 4, varying the
cut-off value m and the text retrieval model.

5.4.3 Annotation-Driven Concept Selection

This section describes experiments conducted to investigate the performance
that can be achieved with the PRFUBE together with the automatic ADCS
method. First, the results for the two primary collections, TRECVid 2005
and TRECVid 2007, are investigated. Then, a summary of the search per-
formance of all used collections is given.
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Figure 5.3: Performance of retrieval runs on the TRECVid 2007 test using
the Annotation-Driven Concept Selection method, see Chapter 4, varying the
cut-off value m and the text retrieval model.

TRECVid 2005 Figure 5.2 (a) shows results of the PRFUBE and the
PMIWS method for the TRECVid 2005 search task using the NLLR text
retrieval model. The chosen number of concepts was experimentally set to
produce the optimum performance which was ten concepts for the PRFUBE
model and seven for the PMIWS method. The x-axis shows the cut-off
value m used for the ADCS method, see Section 4.3.2. The y-axis depicts
the mean average precision. PRFUBE performs best and achieves 0.069
MAP at a cut-off value of m = 150 shots. Afterwards, the performance
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declines and stabilizes at around 0.055 MAP. The PMIWS method achieves
0.054 MAP at a cut-off value of m = 100 shots. Afterwards, it stabilizes at
around 0.046. Recall, the wiki-articles baseline achieves a 0.051 MAP and the
golden standard from the user study achieves 0.079 MAP, see Section 5.4.2.
Since both methods do not depend on the cut-off value m, they are drawn
as constant lines in the graph. The improvement of the estimations for
PRFUBE at a cut-off value of m = 150 shots against the wiki-articles baseline
and the PMIWS retrieval function was tested for significance using a two-
sided, paired Wilcoxon signed rank test with a significance level of 0.05.

In Figure 5.2 (b) the experiment is repeated using the BM25 text retrieval
model by Robertson and Walker (1994). For cut-off values of m < 200
shots the graphs look similar. However, with increasing m the MAP of
both ranking models, PRFUBE and PMIWS, decreases further than with
the NLLR retrieval model.

TRECVid 2007 Figure 5.3 (a) shows the results of the PRFUBE and the
PMIWS runs for the TRECVid 2007 collection. Note, compared to our prior
publication (Aly et al., 2009), on which this chapter is based, this experiment
uses newer articles from Wikipedia, which improved the performance of the
PRFUBE. Furthermore, the range of considered cut-off values is limited to
the interval [0 : 600] to make it comparable with the TRECVid 2005 experi-
ment in Figure 5.2. The number of concepts was chosen in the same way as
for the TRECVid 2005 collection. Here, the optimum was 45 concepts for
the PRFUBE and 15 for the PMIWS model. The axes depict the same as
in Figure 5.2. The PRFUBE shows the best performance at a cut-off value
up to m = 100 shots, resulting in 0.039 MAP search performance. After-
wards, the performance decreases to 0.030 MAP and stabilizes. The PMIWS
model performs less stably. The best search performance of 0.021 MAP is
achieved at a cut-off value of m = 300 shots. The wiki-articles baseline only
achieves 0.013. The improvement of PRFUBE at a cut-off value of m = 100
shots, compared to the wiki-articles baseline was significant according to a
two-sided, paired Wilcoxon signed rank test with a significance level of 0.05

Figure 5.3 (b) shows the performance of the PRFUBE and PMIWS rank-
ing model using with the BM25 text retrieval model. The performance of
the PRFUBE retrieval model decreases from 0.025 MAP to 0.020 MAP. The
PMIWS method has the highest performance at a cut-off value of m = 200
shots. Afterwards the performance decreases to 0.010 MAP.

Summary Table 5.3 summarizes the retrieval performance of the seven
considered retrieval functions over five collections. For the TRECVid 2008
collection the search performance for two detector sets is evaluated. For
each retrieval function, the table reports four numbers. First, the optimal
performance in MAP that the method was able to achieve. Second, the rank
of this performance within the seven functions is shown in brackets (in the
case of ties, we assign all tied systems the higher rank). Third and fourth,
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the cut-off value m and the number of concept n with which this performance
was achieved. On the right, the average rank of the method over the six runs
is reported.

The PRFUBE is on average the best retrieval function. In three of the six
cases it the second best method. However, in all three cases the differences
is not significant according to a two-sided, paired Wilcoxon signed rank test
with a significance level of 0.05.

5.4.4 Retrospective Experiments

In this section, we report retrospective experiments conducted to reveal what
performance is achievable, given a perfect weight estimation for the occur-
rence probability of a concept given relevance, P(C|R). The perfect estima-
tion is calculated, under the assumption that we know about the relevance of
all shots. Similar to the estimation of the concept prior in Section 3.3.5, the
expected occurrence probability of a concept given relevance is calculated as
follows.

dep.r(a)=1 PalClo(d
P(C|R) = E[P(C|R)|o(dy), ..., o(dy)] = E:Hd é(7;|r(d)(— ll}(\ )

Here, the expected number of relevant shots in which the concept occurs is
calculated and is divided by the total number of relevant shots. Note, for
many detectors this estimate was much smaller than an intuitive value. For
example, for the TRECVid 2005 query “0150 Find shots of Iyad Allawi”, this
estimate resulted for the concept Allawi in only 0.007, whereas it should be
1, by the definition of the concept. For the TRECVid 2005 collection and
the MM101 vocabulary we found that, on average, only 40% of the top-10
concepts selected by users from the user-study, see Section 5.4.2, were found
under the concepts selected by the retrospective method.

Table 5.4 shows the summary of the experimental results of the experi-
ments using perfect parameter estimation. The setup of the table is similar
to the one summarizing the results of the automatic concept selection task.
Except in the TRECVid 2008 collection with the MMO09 detector set the
PRFUBE always shows the best performance.

5.4.5 Risk Parameter Study

Figure 5.4 shows the influence of the risk parameter b on the detector per-
formance of the TRECVid 2005 and TRECVid 2007 collection. For both
experiments, the outcome is similar. For a risk-averse attitude (b > 0) the
search performance quickly decreases to virtually zero and for a risk-loving
attitude the search performance stays approximately the same. Therefore,
using a risk neutral setting for PRFUBE is optimal.
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Figure 5.4: Risk parameter b for the ranking function RSV (d) =

E[S(d)3] — b \/varlS(d)[3).
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5.5 Summary and Discussion

Theoretical Contribution This chapter proposed the Probabilistic Ran-
king Framework for Unobservable Events (PRFUBE), where binary events
refer to concept occurrences. The PRFUBE was derived from the Uncertain
Representation Ranking (URR) framework, proposed in Chapter 3. The
URR framework requires a ranking function for the case that the docu-
ment representation was known. Here, the probability of relevance rank-
ing function was chosen (Robertson, 1977). First, a direct derivation of the
URR framework for binary concept representations was given. However, the
resulting ranking function had an exponential run-time complexity in the
number of considered concepts. Therefore, an operational ranking function,
PRFUBE, was proposed, which had a linear run-time complexity. The PR-
FUBE explicitly models the case that a considered concept could be absent
from relevant shots. Besides, the selection of concepts it requires the concept
prior probability, a collection statistic, and the occurrence probability of a
concept given relevance, as a query dependent weight. For concept priors the
estimation method proposed in Section 3.3.5 was used and several methods
for the concept selection and weighting were investigated in the experiments
which will be discussed below. It was found that the influence of the variance
did not affect the search performance for a risk-loving attitude and quickly
decreases the search performance for a risk-averse attitude. Therefore, a
risk neutral attitude was used in all experiments — which does not take the
variance into account.

Retrieval Performance In the experiments, the benefits of the PRFUBE
was evaluated together with three estimation methods for the query-specific
parameter, the occurrence probability of a concept given relevance.

(1) A baseline from our own previous work (Hauff et al., 2007) (called wiki-
articles) was used for which the parameter was a linearly scaled version
of a text retrieval score for a Wikipedia article describing the concept.

(2) An estimation through the results of a user study, in which users selec-
ted important concepts, was used as a golden standard.

(3) The application of the Annotation-Driven Concept Selection (ADCS)
method, proposed in Chapter 4.

The experiments were performed on five different collections from the TREC-
Vid years 2005-2009. The TRECVid 2005 and TRECVid 2007 collection were
selected as primary collections, on which the experiments were carried out in
higher detail. The PRFUBE method was compared to a set of six retrieval
functions from the literature.

The wiki-articles baseline showed unstable performance and there was
no guidance to set the scaling parameters, required by this method. For
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the TRECVid 2005 collection the performance was 0.050 MAP and for the
TRECVid 2007 collection 0.010 MAP was achieved. The user selection from
the user-study showed good results, resulting for TRECVid 2005 in a search
performance of 0.078 MAP for PRFUBE. The ADCS method automatically
set the parameters. It was shown that the search performance was stable for
many values of the cut-off parameter used in the ADCS method. The same
holds for a variation of the text retrieval model of the initial text search in
the ADCS method. In both collections the PRFUBE was able to improve
upon the baseline, with 0.069 MAP for the TRECVid 2005 and 0.036 MAP
for the TRECVid 2007 collection. These improvements were shown to be
significant according to a Wilcoxon signed-rank test with a significance level
of 0.05.. Two other retrieval functions, CombMNZ and PMIWS (see above),
also improved with the parameter estimation. In the overall comparison,
PRFUBE was on average the best retrieval system, with an average rank of
1.5 among all seven examined retrieval functions in all six collection-detector
set combinations. Furthermore, the three times where PRFUBE was the
second best system, it was not significantly worse than the best system.

Retrospective Experiments In order to show that the search perform-
ance of PRFUBE further improves with better parameter settings, we per-
formed retrospective experiments, where the parameters were calculated un-
der the knowledge of the relevance of shots by the average of the concept
occurrence probability given relevance. In a comparison of all retrieval func-
tions on all collection-detector set combinations the PRFUBE was only worse
than the Expected Concept Occurrence Language Model once.

It was found that only 40% of the top-10 concepts for the queries from the
TRECVid 2005 query set selected by the user study, see Section 5.4.2 were
also in the top-10 concept selected by the retrospective experiments. A likely
explanation, for why the calculated parameters improved the performance is
that the ranking function of PRFUBE does not consider the performance
of concept detectors. The investigation of concept detector performance is
a current research topic (Yang and Hauptmann, 2008a; Wei et al., 2008).
Therefore, the integration of the results of this research into the PRFUBE is
proposed for future work.



Chapter 6

Video Segment Retrieval

This chapter is based on Aly et al. (2010).

6.1 Introduction

Video retrieval engines have usually concentrated on retrieval at the shot
level, with a shot being a visually distinct group of images (Smeaton et al.,
2009). Not as much attention has been paid to searching for longer video
segments. This chapter proposes that users may relate better to these longer
video segments. However, current video retrieval models are difficult to adapt
to these segments since they are tailored to find shots which are most often
represented by a single key frame. This chapter proposes an application of
the language modeling retrieval function for video segment retrieval based
on unknown concept occurrences applying the general Uncertain Represent-
ation Ranking (URR) framework, proposed in Chapter 3. This application
is termed: Uncertain Concept Occurrence Language Model (UCLM) frame-
work. To our knowledge, this is the first proposal of a concept-based retrieval
framework for this task.

Current concept-based video retrieval models normally operate on a fixed
number of features per retrieval unit, for example the confidence scores of
detectors for a number of concepts (Donald and Smeaton, 2005; Snoek and
Worring, 2009). Therefore, it is difficult to extend these retrieval models
to search for video segments of varying length. To solve this, the UCLM
framework models a video segment as a series of shots. Furthermore, the
framework uses an analogy to text retrieval and considers the frequency of a
concept in a video segment for ranking, in parallel to the frequency of a term
in a text document. If we know the occurrence or absence of a concept in
each shot of a news item its frequency can be determined simply by counting.
However, because of the varying number of shots in news items, the concept
frequencies are difficult to compare. Instead, we use them indirectly by cal-
culating the probability that a concept is produced by a news item, re-using
the language modeling retrieval function from text retrieval (Hiemstra, 2001;
Ponte, 1998). Due to the novelty of the task and the fact that segmentations
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of broadcast news videos into news items are readily available, this chapter
focuses on news items as video segments.

In order to use the concept language modeling retrieval function, we have
to cope with two problems: (1) the occurrences of the concepts in the shots
of a news item are uncertain and (2) we have to select the concepts to use for
retrieval because they are not necessarily named in the query text. To handle
the uncertainty (1), we apply the URR framework to an uncertain document
representation of concept frequencies and the language modeling retrieval
function. For (2) we use the Annotation-Driven Concept Selection (ADCS),
proposed in Chapter 4, which uses an annotated development collection to
find useful concepts for retrieval.

The remainder of this chapter is structured as follows: in Section 6.2 the
background concerning the language modeling framework in text retrieval is
given. Section 6.3 describes the application of the UCLM framework to the
news item retrieval problem. The experiments which show the effectiveness
of our framework are described in Section 6.4. Finally, Section 6.5 ends this
chapter with a summary and a discussion.

6.2 Background: Language Modeling

This section gives the background on language modeling for text retrieval
and an application to the retrieval of uncertain spoken documents.

6.2.1 Language Modeling

This section describes the basic language modeling framework which is used
in this chapter. The interested reader is referred to Zhai and Lafferty (2004)
for a more in-depth discussion. In principle, the language modeling frame-
work ranks documents by the probability that the query is drawn from the
document:

P(f|d) = H P(t;|d) (6.1)

Here, f are the query terms and the probability P(t;|d) is the draw probability
that term ¢; is drawn from the document’s distribution. After the so-called
smoothing, which estimates the probability P(t;|d) does the language model-
ing ranking function depends on term frequencies. The smoothing technique
used in this chapter is the Dirichlet smoothing (Zhai and Lafferty, 2001),
which estimates the term draw probability as follows:

/ P(t|D
p(tld) = Z‘;ﬂf' )

Here, tf; is the term frequency of term ¢ in document d, dl is the document
length, P(#|D) is the collection prior of the term and g is the Dirichlet
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parameter. The retrieval function for a query is then defined as:

retfuncpy (TF)(tf + dom(TF), dl : IN) = H

1=1

tf; + 1 P(t;|D)
dl+p

(6.2)

Here, n is the number of query terms and Equation 6.2 is a common language
modeling ranking function.

6.2.2 Uncertainty in Spoken Document Retrieval

Chia et al. (2008) used the language modeling framework in spoken document
retrieval. It uses a document representation of expected term frequencies
given the low-level features, observed by an automatic speech recognition
system (Huijbregts, 2008). Note, this implicitly requires a distribution of
term frequencies given this observation Po(TF(d)|O = &), which is defined
by Chia et al. (2008). The retrieval function is described as follows:

n

retfuncgreoy (O)(3 : dom(0)) = H E[TFi(d)|[d] + p P(:|D)

BDLde v LD

(6.3)
Here, 0 are the observations of the automatic speech recognition system and
E[TF;(d)|0] is the expected term frequency of term ¢ given the observa-
tions 0. Similarly, since it is not known how many words have been said,
E[DL(d)|d] is the expected document length. Because of the good perform-
ance of this approach, this chapter will use this retrieval function as a baseline
in the experiments in Section 6.4 — only using expected concept frequencies
instead of term frequencies.

6.3 Uncertain Concept Occurrence Language
Model

6.3.1 Concept-Based News Item Representation

A broadcast news video can naturally be segmented into news items. Further-
more, these items can be subdivided into shots. Figure 6.1 shows the analogy
between document representations of spoken text and concept-based video
segments. The spoken document consists of three spoken words at time
position #; — f3 and the news item of six shots s; — sg and three concepts
V = {(C), Gy, C3}. On the right, we see the term and concept frequencies
of the documents as the count of the occurrences on the left — the analogy
between the proposed representation of news items and spoken documents.
We denote the occurrence of concept i in shot d.s;' as ¢;(d.s;) € {0,1} where

INote that, in Figure 6.1 the shorter notation s; for the shot d.s; was used for display
reasons.
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Spoken Document

Time Slot 13} 13 i3

Speech Term1 Term?2 Term1 tfi(d) =2
tfa(d) =1

Concept Based News Item d

Shot S1 S9 S3 S4 S5 S¢ dl(d) =6

Concepts o) 1 0 1 1 1 1 cfi(d) =5

¢, |11 [0 |0]0 1] cha=3

¢ |01 101 =1

n=23

Figure 6.1: A concept-based News Item Representation and its Analogy to
a Spoken Document.

1 stands for the occurrence of the concept. Now, if we know about the oc-
currences of the concepts in a news item, we can express the frequency as a

sum (count): cf;(d) = 2% ¢;(d.s;).

J

6.3.2 Concept Language Models

We now describe our ranking function for concept-based news item retrieval.
The basic idea behind our approach is to consider the occurrence and absence
of a concept as two concept words of the language of this concept. The two
conceptwords are 'occurs’ or ’is absent’ and instead of a single stream of
terms we have multiple concept streams.

As the concept frequencies between news items are difficult to compare
we consider, in parallel to language modeling (Hiemstra, 2001; Ponte, 1998),
the draw probability of a concept from a concept stream of a news item. We
apply Dirichlet smoothing (Zhai and Lafferty, 2004) to estimate the unknown
draw probabilities for a concept C' in news item d :

cf +p P(C|D)

P(Cl) = "4,

(6.4)

Here, cf is the concept frequency of concept C' in the news item d, P(C|D)
is the prior of encountering concept C' in the collection D, p is the Dirichlet
parameter, and finally d/ is the document length (in numbers of shots). Note,
in contrast to the approach of Chia et al. (2008), see Section 6.2.2, in our
approach the document length dl always known, since we can observe how
many shots a news item comprises. We can now rank news items by the
probability of drawing a set of concepts independently from their concept
stream:

; cfi+ 1 P(C)

retfuncycry (CF)(cf + dom(CF),dl : IN) = H Ty (6.5)
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Here, (i, ..., C, are important concepts for the information need and the
equation calculates the probability of sampling these concepts from the news
item d. Equation 6.5 is the concept language model, proposed by this
chapter. To select these important concepts, this chapter uses the ADCL
method, proposed in Chapter 4.

6.3.3 Uncertain Concept Occurrences

Until now we have considered concept-based news item search for the case of
known concept occurrences. However, in reality we will only have probabil-
istic knowledge about the concept occurrence through the output of concept
detectors. As the concept occurrence is unknown, let CF;(d) be the random
variable “the concept frequency of concept ¢ in news item d. Recall that the
occurrence probability of a concept C' in a shot d.s is Po(C(d.s)|o(d.s)),
which can be calculated in Section 2.3.4. With this probabilistic knowledge
of a concept occurring in shots, we can determine the probability distribu-
tion over the possible concept frequencies for CF;(d) of document d. For
example, the probability that concept ¢ has a frequency of one in a news
item d of document length dl = 3 is:

Po(CFi(d) =1]3) = Po(Cy(d) =1,0,05) (6.6)
+ Po(Ci(d)=0,1,0[3)
+ Po(Ci(d) =0,0,1|3)

Here, C;(d) is a short form for (C;(d.s,), C(d.s3), C(d.s3)) and the probab-

—

ility Po(C;i(d) = 1,0,0|0), from Equation 6.6 above, is calculated as follows:

Po(Ci(d) =1,0,0[3) = Po(Ci(d.s)|oi(d.s1))
(1 = Po(Ci(d.s2)|0i(d.s2)))
(1= Po(Cy(d.s3)|0s(d.s3)))

Finally, the probability that an uncertain document representation of concept
frequencies CF(d) is equal to ¢f can be calculated as follows:

Po(CF(d) = ¢f|3(d)) = HPQ(CFi(d) = ¢fil0) (6.7)

These probabilities can be used in calculating the expected score and its
variance in Section 6.3.4.

6.3.4 Retrieval under Uncertainty

This section describes how the concept language ranking function from Equa-
tion 6.5 and the uncertainty of the concept occurrences in shots are used in
the UCLM framework, proposed by this chapter. As described above, the vec-
tor of the concept frequencies CF(d) = (CFy(d), ..., CF,(d)) is the uncertain
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document representation of document d?. However, since we do not know the
exact representation let dom(CF(d)) be the set of all possible representations
in which the news item could be. Furthermore, let scoreq be the concept lan-
guage model score function of the current information need, see Equation 6.5.
Because of the representation uncertainty, let S(d) = scoreq(CTF (d)) be the
uncertain concept language score for a document d with uncertain document
representation CF(d). According to the URR framework from Chapter 3,
we now define the expected score and its variance to arrive at a ranking score
value for news items.

Expected Score The expected score for the concept language model score
function scoreq is defined as:

E[S(d)d]= Y scoreq(cf)Pa(CF(d) = cf|5) (6.8)

cfedom(CF(d))

Here, ¢f is one of |dom(CF(d))| possible representations of the concept fre-
quency representation of the document, each of which have an assigned score
scoreq(c;”). Then, the expected score is the weighted average of these scores,
according to the occurrence probability of the representation PQ(JF (d) =
c}’la), which can be calculated according to Equation 6.7.

Variance of the Score The second component of the URR framework is
the variance of the score S(d) which is, following the derivation in Equa-
tion 3.6, calculated via the expected squared score:

var[S(d)|6] = FE[S(d)*5] — E[S(d)|d])* with (6.9)
E[S(d)?3] = > scoreq(cf)*Po(CF(d) = ¢f[3)  (6.10)
cfedom(CF(d))

The variance expresses how much the possible scores vary in the distribution
of possible scores.

Combining the Components Finally, following the URR framework, see
Section 3.3.4, news items should now be ranked by a combination of the
expected score and its standard deviation:

RSV (d) = E[S(d)|5] ~b /var[S(d)[3] (6.11)
Eq. 6.8 Eq. 6.9

Here, b is the risk parameter representing the risk attitude of the retrieval
engine. If b > 0, the retrieval engine is called risk-averse. For b = 0 the
retrieval engine is risk neutral and for b < 0, we call the retrieval engine
risk-loving. Equation 6.11 is the direct application of the URR framework
on representations of concept frequencies, the uncertain concept language
model UCLM framework.

2For an explanation of document specific document variables see Appendix A.
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Algorithm 6.1: Implementation of the sampling procedure
GenerateSamples for video segment retrieval, derived from Al-
gorithm 3.2.

Data: Collection D,
Collection of samples Dy,
Document Features V,
Distribution Po(V|d),
Number of samples NS

GenerateSamples()
begin
foreach Document d in D do
for [=1 to NS do
d' := newDoc();
for C' €V do
Cfc(dl) =0
for i=1 to dl do
sm := uniform sample from [0 : 1]
if sm < Po(Clo;(d.s;)) then
| cfe(d)++;
end
end
end
Append d' to Dg;
end
end
end

6.3.5 Implementation

As the number of possible concept frequencies for a document representations
is large and calculating the expected score, see Equation 6.8, and the expec-
ted squared score, see Equation 6.10, is computationally expensive, we apply
the Monte Carlo estimation method, see (Liu, 2002), to estimate both ex-
pectations. The method is defined as follows: Let ¢f (d%), ..., ¢f (d™5) be NS
random samples from the distribution of possible document representations
Pqo(CF(d)|3). Then the expectations from Equation 6.8 and Equation 6.10
can be approximated by:

NS
E[S(d)|0] ~ NLSZSCOT’eq(C?(dZ)) (6.12)

E[S(d)?d] ~ NLS S scoreq(c (1))? (6.13)
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Because the standard error of the Monte Carlo estimate is in the order of
1/ VNS we can achieve a relatively good estimate already with few samples.
Algorithm 6.1 shows how such random samples for news items are gener-
ated. For each shot j and each concept i a sample of a concept occur-
rence C;(d.s;) is obtained. First, a uniformly distributed random number
sm from the interval [0 : 1] is generated. Second, if the sm was smaller
than Pq(C;i(d.s;)|o(d.s;)) we assume concept occurrence and add one to the
concept frequency cf;(d') of the concept i in the sample I of news item d.
After processing all concepts for all shots of a news item, we store this sample
document representation in a separate collection Dg.

Algorithm 6.2 shows how a query is processed. First, the ADCS method
is used to determine important concepts for this query. Then a new score
function is derived from the concept language retrieval function, see Equa-
tion 6.5. Afterwards, for all generated samples of a news item d a score is
calculated using the score function and the known document representation
of the sample. The expected score ES’ and expected square score £S2' are
calculated according to Equation 6.12 and Equation 6.13. Finally, the score’s
standard deviation v/ ES2' — ES” is calculated and the document is ranked
according to Equation 6.11 using the risk parameter b, which is a system
parameter of the retrieval engine.

6.4 Experiments

This section describes experiments that were performed to evaluate the be-
nefits of the UCLM framework.

6.4.1 Experiment Setup

The experiments are based on the TRECVid 2005 collection which comprises
180 hours of Chinese, Arabic and English broadcast news (Smeaton et al.,
2006). NIST announced the automatic shot segmentation from Petersohn
(2004) as the official shot boundary reference, defining a total of 45,765
shots. For the segmentation of the videos into news items, we used the results
from Hsu et al. (2006), which looked for the anchorperson in the video, to
determine a news item change. This segmentation resulted in 2,451 news
items of an average length of 118 seconds. We associate a shot with a news
item, if it starts within the time interval of the news item. This results in an
average of 17.7 shots per news item.

Because of the novelty of our approach there is no standard set of queries
for this search task. Therefore, we decided on using the 24 official queries
from TRECVid 2005, replacing the “Find shot of ...” with “Find news items
about ...”. Furthermore, we assume that a news item is relevant to a given
information need, if it contains at least one relevant shot (which can be
determined from the relevance judgments from NIST for the TRECVid 2005
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Algorithm 6.2: Implementation of retrievalrun procedure for video
segment retrieval, derived from Algorithm 3.2.

Data: Collection D,

Collection of samples Dy,

Query Representation QHF ,

Risk Parameter b,

Retrieval model UCLM=(selectNweightapcs(), retfuncycnm)),
Number of samples NS

retfuncUoLM<CTF, DL)(C? : dom(CTF)’ dl: IN) = [[" sz+d;;flfci)

retrievalrun(qf : dom(QF))

begin

// Score Function Definition

(C, w) := selectNweightapcs(qf)

// concept frequency features corresponding to selected concept C

CF := (CF,,,...,CF,,))

scoreq = new retfuncycpy (CF, dl)

// Matching and Combine

foreach Document d in D do

ES":=0// ~ FE[S5(d)|d(d)] ;

ES2 =0 // ~ E[S(d)?|5(d)];

foreach Sample Document d* € Ds of d do
s = scoreq(c_f(d*), di(d*));

ES'+=s;
ES2 =352
end
ES" = ES'/NS,
ES2' = ES2'/NS;
Append (d, ES" — b\/ES2' — ES?) to ranking;

end
return sort(ranking, ranking.score DESC')
end
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collection). We argue that for most queries this is realistic since the user
is probably searching for the news item as a whole, rather than for shots
within the news item. A similar assumption is made during the creation of
relevance judgments for the text retrieval workshop TREC: here, a document
is relevant is relevant if a part of it is relevant.

We used the vocabulary of 101 concepts and the corresponding detector
set from the MediaMill challenge experiment for our experiments (Snoek
et al., 2006). The reason for this is that it is a frequently referenced stable
detector set with good performance on the mentioned collection. We use
the Annotation-Driven Concept Selection method, proposed in Chapter 4,
to select important concepts for a query. Here, the textual query was first
executed by the general purpose text retrieval engine PF/Tijah (Hiemstra
et al., 2006) on a textual representation of the development collection and
the first documents in the ranking, before a cut-off value of m, are assumed
to be relevant. We then use the first n concepts with the highest estimated
Mutual Information as the concepts for this query. We set the parameter to
a cut-off value of m=150, since this resulted in good performance for video
shot retrieval.

The UCLM framework was compared to four other approaches from the
uncertainty classes UC1-UC4 discussed in Section 2.4. As the score-based ap-
proaches for (UC1+UC2) are defined on fixed numbers of features we use the
average probability of each considered concept as the score for this concept:

_ 2 Pa(Ci(d.sj)0(d 5))))

oi(d) dl

Here, 0;(d) is the normalized average score of concept C;. The considered
approaches were:

(1) CombMNZ which multiplies the scores if they are not zero (Aslam and
Montague, 2001)

(2) Borda-Count which considers the rank of the average score (Donald
and Smeaton, 2005).

(3) Best-1, which ranks the news items by the concept language model score
of the most probable representation. To be more concrete, a concept in
a shot was counted if the probability of the concept was above 0.5. The
resulting concept frequencies were then used to calculate the concept
language model score described in Equation 6.5

(4) We used an approach similar to the one from Chia et al. (2008), termed
the expected concept frequency language model ECFLM. The expected
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Retrieval Model | Number MAP | P10
of
Concept
n
CombMNZ 10 0.105 | 0.045
Borda-Count 1 0.090 | 0.000
Best-1 5 0.094 | 0.245
ECFLM 10 0.192 | 0.287
| UCLM | 10 [ 0.2147 | 0.291 |

Table 6.1: Results of comparing the proposed UCLM framework against four
other methods described in related work. *: The improvement of the UCLM
framework has been tested for significance using a two-sided, paired Wilcoxon
signed rank test with a significance level of 0.05 against all other methods.

concept frequency is calculated by the following:

E[CFi(d)6] = Y > ¢Pa(Cilds) = cloi(d.s;))

J=1 cedom(C)
dl

= S Po(Ci(d.sy)lon(dosy))
j=1

Here, F[CF;(d)|d] is the expected concept frequency and
Po(C;(d.sj)|oi(d.s;)) is the occurrence probability of concept C; in shot
d.s;. The documents were ranked by the Equation 6.5 using the expec-
ted concept frequency as the actual concept frequency:

n

retfuncgeppy (0)(3 : dom(0), dl : IN) = H

%

E[CF;(d)|0] + u P(C|D)
dl+p

6.4.2 Comparison to other Methods

Table 6.1 shows the result of the comparison of the described methods with
the proposed UCLM framework. The first column after the method names
indicates the number of concepts under which each method performed the
best. We see that the method Borda-Count, CombMNZ and Best-1 from the
uncertainty classes UC1 till UC3 perform much worse than the two methods
which include multiple possible concept frequencies. For our method we used
NS=200 samples, a Dirichlet prior of u=60, and a risk factor b=—2. To rule
out random effects, we repeated the run ten times and report the average.
The improvement of the UCLM method against all other methods was tested
for significance using a two-sided, paired Wilcoxon signed rank test with a
significance level of 0.05. The search performance of the UCLM method is
0.214 MAP.
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6.4.3 Study of Parameter Values

Figure 6.2 shows the result of a study over the two most important parameters
in the UCLM framework. For both studies we repeat each run ten times, to
rule out random effects.

Figure 6.2 (a) shows the sensitivity of the UCLM framework over the
number of samples. We see that even with few samples (NS=50) the per-
formance is better than the ECFLM method. As usual for a Monte Carlo
estimator, the precision increases in line with the square root of the number
of samples. After NS=250 samples we barely see any further improvement.

Figure 6.2 (b) shows the behavior of our model for changes of the risk
parameter b. We see, with values of b > —1 the UCLM method performs
worse than the ECFLM method. The reason for this potentially is that
the concept detectors show a low performance and therefore, the variance
of the concept frequencies can be high. A risk-averse engine will always
rank documents with low expected scores above documents with slightly
lower expected scores although the latter might have a higher chance of
having a higher actual score, because of a higher score variance. Since the
performance of concept detectors is still low, this suggests that a risk-loving
attitude increases the search performance in this experiment.

Figure 6.2 (c) shows the search performance influence of changes of the
Dirichlet parameter p. For all values of p the proposed UCLM method shows
a better search performance than the ECFLM method.

6.5 Summary and Discussion

This chapter proposed a ranking framework for longer video segments than
the commonly assumed retrieval unit of a video shot, termed the Uncertain
Concept (Occurrence) Language Model (UCLM) framework. Because of the
novelty of the task we focused on the search for news items, a particular seg-
ment type. We found that current shot-based retrieval models are hard to
adapt to longer video segments. Therefore, we proposed a new retrieval func-
tion, a concept-based language model, which ranks a news item with known
concept occurrences by the draw probability of important concepts. However,
since we only have probabilistic knowledge about the concept occurrences we
applied the URR framework from Chapter 3 to model the uncertainty of
concept frequencies to rank by the expected concept language model score
plus the associated risk a retrieval engine takes to rank a document by this
score, represented by the standard deviation of the score.

We have shown that the UCLM framework performs better than retrieval
models that take only the confidence scores, their ranks, or the most probable
concept frequency document representations into account. We have also
shown that the UCLM framework, which considers the expected score of a
concept-based language model, performs significantly better than an adapted
method from spoken document retrieval, which takes the expected concept
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frequency and only then applies the concept-based language model.
Finally, we have shown that the performance behavior of the UCLM
framework is stable over all its parameters.



Chapter 7

Detector Simulation

This chapter is based on Aly and Hiemstra (2009a,).

7.1 Introduction

Content-based video retrieval currently focuses mainly on the improvement
of concept detectors (Snoek and Worring, 2009). On the other hand, there is
research on developing retrieval models to combine the output of the concept
detectors to answer the information needs of users. However, currently the
performance of such retrieval engines still often prohibits their application
in real life. Clearly, the performance of the overall retrieval engine heavily
depends on the detector performance. Therefore, it is desirable to answer
the research question ()5, see Section 1.5: How can we predict whether im-
proved concept detection will make a current concept-based retrieval engine
applicable to real-life applications in the future? This chapter investigates the
application of a Monte Carlo Simulation approach to answer this question.
Hauptmann et al. (2007) were the first to use a simulation-based ap-
proach to predict the achievable performance of concept-based video retrieval
engines. In this work, noise is introduced into the known occurrences and ab-
sences of concepts by randomly flipping their states. Therefore, detectors are
assumed to be binary classifiers which only differentiate between concept oc-
currence and absence. While assuming binary classifiers is useful to study the
general applicability of concept-based retrieval, most retrieval engines today
employ confidence scores or a probability measure based on this score as doc-
ument representations, see Chapter 2. The reason is that errors in binary
classifications are frequent and the information of “shot = contains concept
y with a confidence of z” needs to be exploited. For example, the concept
US-Flag is probably useful for answering the query “President Obama”. How-
ever, the corresponding detector might never classify a shot as containing the
concept US-Flag but may find few shots more likely to contain US-Flags than
others, which could be exploited. Therefore, the simulation approach in this
chapter generates confidence scores for each shot and a concept vocabulary

113
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which can then be transformed into probability measures as well as classific-
ations.

The proposed approach in this chapter follows the Monte Carlo Simula-
tion approach (Metropolis and Ulam, 1949) to predict the search performance
of retrieval engines when the detector performance increases. The simulation
approach requires a function which calculates a quantity we are interested in
on a given set of inputs. In our case this function will be the mean average
precision (MAP) of a retrieval engine and the inputs are the confidence scores
of the collections. The application of the Monte Carlo Simulation approach
allows us to split the broad research question Q5 into two sub-questions:

Q5.1 How can we simulate the improvement of concept detectors? In order
to answer this question, we assume that confidence scores of detectors
are independent from each other. Furthermore, we make the assump-
tion that these confidence scores are normally distributed in the set
of shots where the concept occurs and likewise where they are absent
(the positive and the negative class). This assumption is supported
by studies of actual detector outputs in this chapter and by Hastie
and Tibshirani (1996). Therefore, our probabilistic model consists of
the parameters for two Gaussian distributions for each detector for a
concept vocabulary.

Q5.2 What search performance can we expect from a retrieval engine for
a given detector model? In order to answer this question, we use the
probabilistic model and a collection with known concept occurrences to
generate a set of randomized confidence scores. On this output, we then
execute a retrieval run using a given retrieval engine and subsequently
calculate the search performance in terms of MAP. This process is
repeated several times to calculate the expected mean average precision
of the retrieval engine given the probabilistic model.

Having the answer to these two questions, we then gradually change the
parameters of the model to improve the detector performance and investigate
the effect on the expected search MAP. From the development of the expected
search performance compared to the detector performance we can predict the
answer to research question Q5.

The remainder of this chapter is structured as follows: in Section 7.2 we
give an overview of the Monte Carlo Simulation method and an overview
of related work which evaluates multimedia retrieval systems. Section 7.3
describes the probabilistic model which is used to simulate the detectors. In
Section 7.4, we investigate the results of the simulation on a collection with
concept annotations and relevance judgments. Section 7.5 ends this chapter
with a summary and a discussion.
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7.2 Background: Simulation and Performance
Prediction

7.2.1 Monte Carlo Simulation

This chapter proposes a simulation approach based on Monte Carlo Simula-
tions (Metropolis and Ulam, 1949). In the literature, the term Monte Carlo
Simulation is used for a variety of different methods. Here, we use it for a
general procedure to calculate the expected value of a function (here, the
performance in terms of MAP) given the probabilistic model of the inputs.
A Monte Carlo Simulation can be described in the following steps:

(1) The definition of a probabilistic model of the inputs to the simulation,
our case the confidence scores and their distribution based on their
class.

(2) Random generation of a concrete set of inputs using the model, a set
of concrete confidence scores in our case.

(3) Execution of the function using the generated inputs, in our case the
calculation of the search performance of a retrieval model in terms of

MAP.
(4) Repetition of (2) and (3) to produce multiple results.
(5) Average the results of the individual computations into the final result.

The results of this simulation is guaranteed to converge with an increasing
number of repetitions to the expected function value (performance measure),
based on the probabilistic model.

7.2.2 Search Performance Prediction

Simulations which analyze the effects of recognition performance on search
performance have been used in other sub-fields of content-based multimedia
retrieval. Croft et al. (1992) use simulations to determine the effects of word-
error-rates in optical character recognition systems on the search perform-
ance. Witbrock and Hauptmann (1997) simulate a varying word-error-rate
of an automatic speech recognition system, to investigate its influence on the
search performance of a spoken document retrieval engine.

Hauptmann et al. (2007) were the first to use a simulation-based approach
to investigate achievable concept-based search performance. In their work, a
detector is assumed to be a binary classifier. As a retrieval function they use
a linear combination of concept occurrences: scoreq(d)=>, w;fi(d). Here,
scoreq(d) is the retrieval score of shot d, w; is a concept specific weight
and fi(d) € {—1,1} is the label of concept i in shot d. The weights w;
are independently set for each query. The weight setting which optimizes
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the average precision is found by solving a bounded constrained global op-
timization problem (Yan and Hauptmann, 2003). The retrieval performance
with realistically set weights is assumed to achieve 50% of the performance
with optimal settings. Concept labels of shots are randomly flipped until the
precision-recall break-even point is reached. We argue that this approach
can be improved because current retrieval engines use confidence scores and
a uniform break-even precision-recall point assumes the same performance
from all detectors which is unrealistic.

Similar to the approach in this chapter, Toharia et al. (2009) simulate con-
fidence scores to study the usefulness of concept-based retrieval. A concept
from an annotated collection is assumed to have a score of —1 if it is ab-
sent and 1 if it occurs. For the simulation, noise is introduced by adding
or subtracting to a certain percentage of P shots a value A, which improves
or decreases the performance of the detector set. As a retrieval function a
weighted sum of the confidence scores is assumed where the weights are de-
termined by users. The simulation is carried out by varying the percentage P
from 0 to 0.5 and A from —0.5 to 0.5. While this approach also simulates the
influence of confidence scores on the search performance, it does not consider
that the confidence scores for concepts, which are absent, could be higher for
some shots where the concept occurs. Therefore, the detector MAP is always
1.00. Our simulation improves upon this.

There are also other aspects than the detector performance which influ-
ence the search performance of a concept-based retrieval system which can
also be simulated but are not covered in this chapter: Christel and Haupt-
mann (2005) investigate the general helpfulness of single concepts to retrieval.
Furthermore, Snoek and Worring (2007); Hauptmann et al. (2007) study the
effects of concept vocabulary size on the search-performance by randomly
including or excluding a growing number of concepts.

7.3 Detector Model and Simulation

In this section we describe the probabilistic model proposed in this chapter,
and the simulation process.

7.3.1 Detector Model

In this section we describe the probabilistic model of confidence scores, which
will be later used for the randomization of confidence scores. Figure 7.1 shows
the confidence score histograms of the two concepts Anchorman and Outdoor
for the positive and the negative class from a baseline detector set, described
by Snoek et al. (2006). The different score ranges and the resulting probab-
ility density magnitudes are caused by the detector’s ability to discriminate
between positive and negative examples. We propose that both the densities
for the positive and negative class of both concepts have roughly a Gaussian
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Figure 7.1: Confidence score distributions of two concepts of the MediaMill
detector set (Snoek et al., 2006).

shape. This shape was also proposed by Hastie and Tibshirani (1996) for
the distribution of decision scores for general classifiers. We also conduc-
ted a x? goodness-of-fit test, see Taylor (1996) for a definition, to assess the
fit of these distributions. The test revealed that 31 of the 101 detectors in
the vocabulary can be accepted as Gaussian at a significance level of 0.05.
Out of the 31 concepts which were accepted, 22 had more than 800 train-
ing examples, which suggests that the Gaussian shape would also become
evident for other concepts if we had more training examples. Furthermore,
Sangswang and Nwankpa (2003) argue that a non-perfect fitting shape of a
model only increases the variance of the Monte Carlo Simulation, but still
allows a trustworthy estimation of the expected search performance.

Given these observations, we define a probabilistic model of a detector
set: we assume that the confidence scores of different detectors for a single
shot are independent from each other and that they are normally distributed
in the positive and the negative class. Each concept C has a different prior
probability P(C'). To keep the probabilistic model simple, we assume that all
concepts share the same mean p; and standard deviation oy for the positive
class plus the mean py and the standard deviation o for the negative class.
Note that this assumption is strong and certainly does not hold in reality,
see Figure 7.1. However, as here we focus on the principle influence of the
detectors on the search performance we leave the exploration of a more real-
istic model that investigates different parameter settings for each detector, to
future work. Also, while the investigation of different means and deviations
is important, we argue that the intersection of the areas under the probabil-
ity density curves has a much higher influence on the performance than the
absolute ranges of the confidence scores. The smaller the area of the inter-
section the better the detector is. Our model can adequately simulate this
effect by either moving the means apart or by varying the standard deviation
of the positive and negative class.

Figure 7.2 shows the model of a single detector. We also plot the posterior
probability of observing the concept given the confidence score using two



118 | Chapter 7 — Detector Simulation

0.1

>y ~
et [\V]
wn

e
g o
A 3
I g,
3= (@]
= 0.05 F =
= )
a) =
o) o
£ g
A o
Al et
D &

0 — -

MOZO M1:10 15

Confidence Score o

— p(o|C) -~ P(C|o) with P(C) = 0.01 Axis Y2
---- p(o|C) -~ P(C|o) with P(C) = 0.60 Axis Y2

Figure 7.2: Probabilistic detector model consisting of two Gaussians for
the positive and negative class together with two possible posterior probability
functions for different priors.

different priors, one of P(C)=0.01 and one for P(C)=0.50. Considering a
confidence score of 0=15 the posterior probability for a concept with the
prior of 0.50 is close to certainty (Pq(C|o) ~ 1) while for a concept with a
prior of 0.01 it is approximately undecided (50%) - with all other parameters
equal. Therefore, our model does not have the limitation that all detectors
have the same performance as assumed by Hauptmann et al. (2007).

7.3.2 Posterior Probability

As noted by Platt (2000), the assumption of two Gaussians for the negative
and positive class can lead to unwanted effects for the posterior probabil-
ity function, namely that the function can be non-monotonic. Figure 7.3
shows the posterior probability functions of two hypothetical concept detect-
ors defined by the standard formula for posterior probabilities:

p(o|0)PalC)
p(0]0)Pa(C) + p(0]0)Pa(0)

We see that with a standard deviation of 0;=15, the posterior probability in-
creases for confidence scores smaller than o=— 3. Furthermore, the posterior
probability function with o; = 2 assigns a posterior probability of practically
0 to shots with confidence scores higher than o = 20. This contradicts our
intuition and the definition of SVM based detector (where the positive and
the negative class should be linearly separable, see Section 2.2.2). To prevent
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Figure 7.3: Non-monotonic posterior probability functions, resulting from
using two Gaussians.

this effect we use an improved version of the algorithm from Platt (2000),
suggested by Lin et al. (2007), to fit the parameters of a sigmoid function to
the confidence scores of a set of training examples. The sigmoid function is
defined as follows, see also Section 2.3.4:

1

- 1+exp(Ao—+ B) (7.1)

P(Clo)

Here, A and B are the two parameters of the sigmoid function. Note that the
algorithm from Lin et al. (2007) depends on the number of training examples,
retrieval models which depend on the probabilistic output of Equation 7.1
could suffer from a poorly fitted posterior function. To investigate the influ-
ence of the quality of the fit on the search performance, we use S hypothetic
training examples for the fitting process and randomly generate [S P(C)]
confidence scores from the positive class and S — [S P(C)] from the negat-
ive class of concept C. The results of this investigation can be found in the
Experiment in Section 7.4.6.

7.3.3 Simulation Process

In this section, we describe the actual simulation process which is described
in pseudo-code in Algorithm 7.1. The algorithm uses an annotated collection
(which carries 0/1 labels for each concept in each shot). The input parameters
of the algorithm are the means pg, ; and standard deviations og, o1 of the
positive and the negative class and the number of training examples S to fit
the posterior function. A Gaussian distribution with mean p and standard
deviation ¢ is denoted as N(u,0).
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Algorithm 7.1: Algorithm for a simulation run. N: Number of Re-
petitions, S: Sample size for sigmoid fitting. puo, 0o, i1, 01: Model para-
meters.

Data: Annotated Collection D, Vocabulary V¢
Input: NR7 S7 Ko, 0o, M1, 01
Result: Randomized collection

// Randomize Prior Estimate

foreach Concept C in Vocabulary Vo do
Calculate P(C) from annotations in D
generate [S P(C')] positive training examples from N (uy,0q)
generate S — [S P(C')] negative training examples from N (10, 09)
determine A¢ and B¢ according to Lin et al. (2007), given the
training examples

end

// Randomize Detection Output

for Repetition i € [1..NR] do

foreach Shot s in Collection D do

foreach Concept C in Vocabulary Ve do

if ¢(s) =1 // Concept C occurs in s then

| draw o from N(uq,04)
else
| draw o from N (g, 0p)

end

// Calculate Posterior according to Platt (2000)

P(C0) = rramtagersay

// Transform to Binary Value

if P(Clo) > 0.5 then

I C=1
else
I C=0
end
end
end

Calculate Detector Performance DMAP;
Search Run with Retrieval Model

Calculate Search Performance SMAP;
end

Report Detector and Search Map

3, DMAP; 3, SMAP;
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Name Videos Shots
tv05d 141 — 277 | 43,907
mm.dev | 141 — 238 | 30,630
mm.test | 239 — 277 | 13,277

Table 7.1: Collection statistics for TRECVid 2005 collection used in the
simulations.

From the annotated collection we calculate the prior probability P(C)
of the collection. We then generate confidence scores for the positive and
the negative class using the prior probability and a total of S training ex-
amples. Now, we use the algorithm described by Lin et al. (2007) to fit the
sigmoid posterior probability function to the generated training examples.
After the determination of the sigmoid parameters we iterate over all shots
in the annotated collection. For each shot we determine for each concept
in the vocabulary whether it occurs and draw a random confidence score o
from the corresponding normal distribution. Afterwards, we calculate the
posterior probability of this concept in the shot using the sigmoid function
with the previously determined parameters Ac and B¢. For retrieval models
which use binary classifications we assume a positive occurrence if the pos-
terior probability is above 0.5. This is justified by decision theory, see for
example Bather (2000).

After the randomization, we determine the detector MAP of the detector
output (DMAP;). We then execute a search run for each retrieval model
using the randomized collection. We then evaluate the resulting ranking us-
ing relevance judgments to obtain the search MAP (SMAP;) for this run.
This process is repeated NR times to rule out random effects and the ex-
pected detector performance (DMAP) and search performance (SMAP) are
calculated.

7.4 Simulation Results

In the following we describe the results of the simulation runs.

7.4.1 Simulation Setup

We perform all simulations on the TRECVid 2005 development collection
(tv05d) because, to the authors’ knowledge, this is the only suitable collection
where both concept annotations and relevance judgments are available!. We
use the 24 original queries from TRECVid 2005 (Smeaton et al., 2006). To
prevent over-fitting when performing realistic concept selections we divide

IThe relevance judgments on the development collection were kindly provided by Rong
Yan formerly at Carnegie Mellon University (Yan and Hauptmann, 2007)
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the collection according to the MediaMill Challenge setting (Snoek et al.,
2006) into the sub-collections mm.dev and mm.test. The statistics for the
collections are summarized in Table 7.1. We use two concept vocabularies in
our simulation to ensure that our results are not vocabulary specific. First,
the MediaMill vocabulary (Snoek et al., 2006) which comprises 101 concepts.
Second, the Vireo vocabulary (Jiang et al., 2010) is used which is a subset of
the LSCOM vocabulary (Naphade et al., 2006) and comprises 374 concepts.

We use a Java-based (pseudo) random number generator? which imple-
ments a standard algorithm described by Press et al. (1992). For every
simulation run we use a new seed for the generator to ensure a high quality
of randomness, which is beneficial for Monte Carlo Simulations. To reduce
random effects in the results we repeat every simulation run NR=25 times.
The simulation results did not change anymore after this number of repeti-
tions. In the following we use the common term MAP, instead of emphasizing
every time that the number is actually obtained as an average over 25 runs.
Note that this chapter is based on the generated confidence scores from our
previous work (Aly and Hiemstra, 2009a) to produce the same results and
ensure a high degree of randomness by using changing seeds. However, in
follow-up work (Aly and Hiemstra, 2009b) we present software which gen-
erates confidence scores for an arbitrary collection using a fixed seed, which
has the advantage that the generated confidence scores can be reproduced
and the simulation experiments can be repeated.

To give an indication of the quality of the detectors we report the achieved
detector MAP on the provided annotations. We used the same standard
cut-off level of 2,000 as done for the High Level Feature task in TRECVid
(Smeaton et al., 2006) to maintain comparability to other results. However,
this cut-off level sometimes leads to counterintuitive results because some
frequent concepts occur more than 2,000 times and consequently even a
perfect detector would have an average precision of less than 1.0. Therefore,
in such cases we assumed a maximum of 2,000 shots in which the concept
occurred.

Table 7.2 gives an overview of the retrieval models that were simulated
in this chapter. The PMIWS, BIM and PRFUBE model require the oc-
currence probability of a concept given relevance P(C|R) as a weight. For
Borda-Count we assume that the Mutual Information of a concept is the ideal
weight for this concept. The mutual information can be calculated using the
three parameters P(C), P(R) and P(C|R), see Section 4.3.3. To supply
these weights and select concepts we use two alternatives. First, we per-
form one experiment using oracle weight settings, where we use the concept
annotations and relevance judgments and determine the optimal weights by
counting. Second, we perform another experiment of a realistic scenario
where we use the Annotation-Driven Concept Selection method, proposed in
Chapter 4, which is based on an annotated development collection. To use

Zhttp://www.ee.ucl.ac.uk/ mflanaga/java/PsRandom.html
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Video Shot Retrieval
Ret. Func. \ Description \ Definition

PMIWS | Pointwise Mutual | 37, log| P;,(CC“)%) )P(Cilo;
Information Weight-
ing  Scheme  (see

Sec. 2.4.2)
Borda-Count | Rank  Based  (see | Y. w; rank(P(C;|o;))
Sec. 2.4.3)
. p(l=q)
BIM Binary Independence | ). cllog <q(17p))

Model (see Sec. 2.4.4)

PRFUBE | Probabilistic Ranking | see Chapter 5.
Framework for Uncer-
tain Binary Events

Video Segment Retrieval

Ret. Func. ‘ Description ‘ Definition
CombMNZ | Multiply non-zero (see | [[, P(Cilo;)
Sec. 2.4.2)
- sz+ P(Cz)
Best-1 Concept Language I +ﬂ

Model using classific-
ations (see Sec. 6.4)

ECFLM Concept Language H,E[CF(dNZHMP(Ci\D)
Model using Expect "

Concept  Frequencies
(see Sec. 6.4)

UCLM Uncertain ~ Concept | gee Chapter 6.
Occurrence Language
Model

Table 7.2: Overview of retrieval functions (Ret. Func.) used in the simu-

lations (u = 60,p = P(C|R),q = P(C|R)).
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this estimation method without introducing over fitting effects we use the
collection mm.test for weight estimation and later execute the search only
on mm.dev. We also have to set the number of concepts which should be
used for the search. As this is not the focus of this chapter we try multiple
numbers of concepts with a maximum of 20 together with the results of using
all concepts in the vocabulary.

7.4.2 Simulation Parameter Variation

As our goal is to study the influence of the detector performance over the
different model parameters we vary them piecewise to see the effect of each
parameter on the overall search performance. The methods for video segment
retrieval are comparatively new and therefore we mainly focus on simulat-
ing video shot retrieval models. In the following we describe each kind of
variation and the characteristics of the set of detectors resulting from it:

e We increase the mean of the positive class. In reality, this is the case
if the low-level features become increasingly discriminative and the de-
tector performance increases.

e We increase the standard deviations of the positive class. Detectors
with a higher standard deviation have more extreme results. For many
shots where a concept actually occurs the detector is nearly certain of
the occurrence (has a high confidence score) while for many other shots
the detector has a low confidence score.

e We increase the number training examples for fitting the sigmoid pos-
terior probability function. This investigates the influence of the fit
quality, caused by a small number of training examples, on the search
performance.

e For video segment retrieval, we increase the mean of the positive class
to investigate how the retrieval models behave under improved detector
performance.

7.4.3 Model Coherence

In this section, we exemplarily investigate the coherence of the proposed
probabilistic model with the MediaMill Challenge detector set by Snoek et al.
(2006). We first fit the model parameters to the confidence scores of the
detector set. We expect that the average detector performance is close to the
detector performance of the real detectors. However, the search performance
of the simulation is not necessarily equal to the real search performance,
because of the random distribution of confidence scores in relevant shots.
On the other hand, the real search performance should also not be too far
from the search performance produced by the model.
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Measure Expected Simulation | Real De-
Result Max tectors

Detector MAP | 0.13 0.16 0.15

Search MAP 0.06 0.11 0.10

Table 7.3: Simulation results for investigating the model coherence.

First, we train detectors for the MediaMill vocabulary using the fea-
tures provided by the Challenge Experiment 1 (Snoek et al., 2006) using
the mm.dev collection and then perform the evaluation on the mm.test col-
lection. As we are only interested in the influence of the detector performance
on the search performance we only use PRFUBE with oracle weights and 10
concepts. We estimate the model parameters from the confidence scores of
the real detectors and set the mean and deviation of the positive and the
negative class individually. We calculate the mean and the deviation for the
class x € {0,1} and concept ¢ by a common estimation method (Ross, 2006):
Ei\gi Oic - Zivzli (0ic — MzC)Q

VAT pe =
9 zc )
NZEC ch - 1

Mge = Ozec = / VAT

Here, N,. is the number of samples of the class z and o;. is the observed
confidence score of shot ¢ and concept c¢. We perform NR=30 simulation
runs. The results of the coherence study are shown in Table 7.3. We see that
the average simulated detector performance of 0.13 MAP is lower than the
one of the real detectors with 0.15 MAP. However, the maximal performance
achieved by the simulation — among the 30 repetitions — exceeds the perform-
ance of the real detector, achieving 0.16 MAP. A possible explanation of the
lower simulation performance would be the correlation of confidence scores
among many shots (&~ 2,000) in the mm.test collection because they were
near duplicates. As the proposed probabilistic detector model generates the
confidence scores independently, the simulation is not able to capture these
dependencies. However, we argue that the inclusion of the correlation of con-
fidence scores in the probabilistic model is not desirable either as duplicates
can be handled separately and will not be as frequent in other collections.
The search performance of our model is also lower compared to the real de-
tectors, which means that the confidence scores of used concepts were higher
in the real detector set. However, three simulation runs achieve a search
performance equal or higher to the real detectors. We conclude that the pro-
posed probabilistic detector model is sufficiently realistic to explain a current,
realistic retrieval setting, except the handling of near duplicates.

7.4.4 Change of Mean

Oracle Weights Figure 7.4 (a) shows the results of the simulation which
increases the mean of the positive class using the MediaMill vocabulary.



126 |

Chapter 7 — Detector Simulation

0.45
0.40
0.35
0.30
0.25
0.20
0.15
0.10
0.05
0.00

Search MAP

0.45
0.40
0.35
0.30
0.25
0.20
0.15
0.10
0.05
0.00

Search MAP

PRUBE n=101 ——— T R
BIM n=101 X-mo E s N
Borda-Count n=10 Koo ]
PMIWS n= [

Mean positive class (with resulting detector MAP)
(a) MediaMill vocabulary

N Tra—
BIM n=364 ----- —— .

Mean positive class (with resulting detector MAP)
(b) Vireo vocabulary

Figure 7.4: Change of mean of the positive class p; using oracle weights
(/J/O = 0.0,Uo = 1.0,01 = 10)



7.4 — Simulation Results | 127

The y-axis shows in all following figures the achieved search MAP of the
depicted retrieval models. The x-axis shows the mean j; together with the
detector MAP which resulted from this setting, the remaining parameters are
kept constant, see Figure 7.4. An increasing ju; leads to an increase of the
detector performance. The performance of all concept-based retrieval models
increases with a growing detector performance. From a positive mean of
11=8.5 onwards the detectors can be considered perfect classifiers. With ten
concepts the PMIWS model reaches its best search performance of 0.15 MAP.
Borda-Count also performs best when limited to the ten most influential
concepts. It achieves an optimal performance of 0.27 MAP. The BIM method
has a slow start and only reaches a search performance of 0.05 MAP at p1=2
which corresponds to a detector performance of 0.29 MAP. Afterwards, its
performance increases faster than the two previously mentioned models and
reaches at p1==8.5 a performance of 0.33 MAP. PRFUBE consistently shows
a better search performance than all other retrieval models and achieves at
11=8.5 a search performance of 0.35 MAP. The BIM and PRFUBE retrieval
models performed best with the use of all concepts in the vocabulary.

Figure 7.4 (b) shows the results of the simulation using the Vireo vocabu-
lary and oracle weights. The results are similar to the usage of the MediaMill
vocabulary. Notable is that this time the PMIWS method achieves a better
search performance than Borda-Count. The reason is probably the exist-
ence of more only positive influential concepts - which can be exploited by
the PMIWS method. The higher number of concepts allows PRFUBE to
increase its search performance to 0.39 MAP.

Realistic Weights Figure 7.5 (a) and (b) show the search performance on
the mm.dev collection when the weights are realistically estimated from the
mm.test collection using the Annotation-Driven Concept Selection method,
proposed in Chapter 4. Figure 7.5 (a) shows the simulation results of the
search performance using the MediaMill vocabulary. As the weights are now
estimated by a realistic concept selection method, the search performance
is lower. An exception is the PMIWS method, which stays close to its per-
formance with oracle settings of 0.15 MAP. The performance of the retrieval
models relative to each other stays approximately the same. It is noticeable
that Borda-Count is not able to leverage its performance gain compared to
the PMIWS method in the oracle setting.

Figure 7.5 (b) shows the simulation results of the retrieval models using
the Vireo vocabulary. All methods perform worse compared to the alternat-
ive of using the MediaMill vocabulary. A likely explanation is that with a
growing concept vocabulary the chance of selecting poor concepts — or setting
wrong weights — increases.
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7.4.5 Change of Standard Deviation

Figure 7.6 (a) shows the results of a change of the standard deviation of the
positive class using oracle weight settings. We fix all other model parameters
as follows: =0, u1=3,00=1. An increase of the standard deviation of the
positive class increases the uncertainty and therefore the difficulty of the
search. Consequently, all retrieval models show a lower performance with an
increasing standard deviation. After an initial loss of 0.07 MAP the rank-
based Borda-Count performs equally with the PRFUBE from ¢;=4 onwards.
The PMIWS method quickly stabilizes at MAP 0.05. The two retrieval
models PRFUBE and BIM show a continuous performance loss.

Figure 7.6 (b) shows the increase of the standard deviation with weights
from the realistic concept selection method. Here, PRFUBE stays around
0.03 MAP above all other retrieval models. The PMIWS method shows a

worse performance than Borda-Count and BIM.

It is interesting that in both changes of the standard deviation in Fig-
ures 7.6 (a) and (b) the detector MAP only decreases by approximately 5%
while the search performance reduces by approximately 50%. This suggests
that the MAP performance measure of detector scores is not always a good
indicator of search performance.
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7.4.6 Sigmoid Fitting

Figure 7.7 shows the results of an increasing number of training examples S
used in the fitting procedure for the posterior probability function. Here, we
used the MediaMill vocabulary together with oracle concept weight settings.
The x-axis shows the training size S on a log-scale because smaller training
sizes are of higher interest. Except for small random effects, the Borda-
Count method shows constant performance because it does not depend on
the probabilistic output.

For the BIM and PMIWS retrieval models the search performance de-
creases until a number of training examples of S=100. The reason is that for
a small number of training examples of S=5 the positive class was overrep-
resented due to the minimum number of one positive example. Therefore,
the posterior probabilities are strongly biased towards higher values and the
posterior probabilities and the positive classifications rise. Because the false
negatives are the biggest problem for the BIM method its performance de-
creases. The same holds for the PMIWS method because the ranking formula
only considers the probability of concept occurrence in relevant shots, see Sec-
tion 5.3. With an increasing number of S > 100 training examples, this effect
diminishes. The performance of the BIM and PMIWS models stabilizes after
S=5, 000 because of increasingly accurate estimates of the parameters for the
sigmoid function.

The PRFUBE improves its search performance linearly from 0.15 MAP
using 5 training examples to 0.24 MAP with 5,000 examples. Beyond 5,000
exsamples it stays approximately constant. It is the positively affected by
over-estimated posterior probabilities of a small training example size.

7.4.7 Simulation of Video Segment Retrieval

Figure 7.8 shows the simulation results for news item retrieval described in
Chapter 6. Here, we focus ourselves on changing the mean of the positive
class. The results of the experiment look similar to the change of the mean
for shot retrieval, see Figure 7.4. The UCLM framework performs from a
detector performance of 0.16 MAP onwards better than the other retrieval
models. UCLM achieves a maximal search performance of 0.384 MAP. The
ECFLM method performs second best with a maximal search performance
of 0.370 MAP. The Best-1 method has a slow start but then approaches
the maximal performance of the ECFLM method. The CombMNZ method
slowly increases its search performance to a maximal search performance of
0.186 MAP. The Borda-Count method performs the worst and achieves a
maximal performance of 0.125 MAP.
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Figure 7.8: Video segment retrieval simulation. Using realistic weights,
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7.5 Summary and Discussion

This chapter proposed a Monte Carlo Simulation approach to answer the re-
search question Q5, How can we predict whether improved concept detection
will make a current concept-based retrieval engine applicable to real-life ap-
plications in the future? For the prediction we considered the mean average
precision (MAP) of the search as a performance measure. We assume that a
search performance of 0.20 MAP for a concept-based retrieval engine is suffi-
cient for real-life applications, which is a search performance often achieved
by internet retrieval engines of participants of the TREC workshop (Hawking,
2000).

The Monte Carlo Simulation then required a probabilistic model of the
distribution of confidence scores of concept detectors. Here, a probabilistic
model was proposed that consisted of the parameters of two Gaussian distri-
butions, a mean and a standard deviation for each, one for concept occurred
(the positive class) and one for concept absence (the negative class). The
use of this model was supported by empirical evidence of real detectors and
related work by Hastie and Tibshirani (1996). The Monte Carlo Simulation
approach was then used to calculate the expected search performance of a re-
trieval engine (measured in MAP) and detector performance (also measured
in MAP) given the distributions of the probabilistic model. Subsequently, we
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stepwise modified the parameters of the probabilistic models to improve the
detector performance and noted the expected search performance of a set of
retrieval models. This allowed us to predict the expected search performance
of retrieval engines when the detector performance improves.

The experiments were carried out on the TRECVid 2005 development
collection, where relevance and concept occurrences were known. We used
two concept vocabularies: the MediaMill vocabulary consisting of 101 con-
cepts and the Vireo vocabulary consisting of 374 concepts. Furthermore,
we investigated the influence of the concept selection and weighting method
by considering two methods. First, using an oracle concept selection and
weighting method, which selected the concepts and their weights in hind-
sight with knowledge of relevance. Second, the realistic Annotation-Driven
Concept Selection method, proposed in Chapter 4.

Video Shot Retrieval For video shot retrieval, the development of the
search performance with increasing detector performance of four retrieval
models was simulated. When increasing the mean of the positive class, we
found that the two retrieval models based on concept-based document rep-
resentations, the Binary Independence Model (BIM) and the Probabilistic
Framework for Unobservable Events (PRFUBE), can exploit the full concept
vocabulary under an oracle weight setting. However, the search performance
of BIM increases slower due to a high misclassification rate with low detector
performance. Borda-Count first showed similar performance to BIM but
reached a lower search MAP. The Pointwise Mutual Information Weighting
Scheme (PMIWS) method has a lower performance than the other methods.
The maximum reached search performance is 0.39 MAP by the PRFUBE
and using the Vireo vocabulary. Additionally, in most experiments PRFUBE
showed the best performance among the four retrieval models. PRFUBE is
the first to achieve real-life sufficient performance under realistic weight set-
tings with an approximate detector performance of 0.60 MAP - which is still
far from perfect classification. The only other retrieval model which achieved
a search performance of 0.20 MAP was BIM but at a much higher detector
performance of 0.88 MAP. We therefore predict that retrieval models using
concept occurrence based document representation generally perform better
than retrieval models based on confidence scores and they will be applicable
to real-life applications once concept detectors reach a high performance level
of 0.60 MAP or above.

We also found that the MAP performance measure for concept detectors
is not necessarily a good indicator of the search performance since the in-
crease of the standard deviation of the positive class caused a severe search
performance decrease while the detector performance reduced only slightly.
We plan to investigate other measures which consider the overlaps of the
confidence score distributions from the positive and the negative class, such
as the Kullback Leibner Divergence (Arndt, 2001), in future work.

Furthermore, we investigated the influence of fitting errors of the posterior
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probability function. While Borda-Count was unaffected - because it only
depends on confidence scores not on a probability measure — all other retrieval
models showed decreased performance beneath 5,000 training examples.

Video Segment Retrieval For video segment search we focused on the
simulation of increasing the mean of the positive class, which increases the
detector performance. Here, the Uncertain Concept Occurrence Language
Model (UCLM) and the Expected Concept Frequency Language Model

(ECFLM) achieved a real-life applicable search performance of 0.20 MAP
at a detector performance of 0.28 MAP. From this performance, the UCLM
method performed better than the ECFLM model, reaching a maximal per-
formance of 0.384 MAP and 0.370 MAP respectively. The Best-1 model,
which used concept-occurrence classifications, achieved a real-life applicable
performance at a detector performance of approximately 0.50 MAP. The two
retrieval models which are based on confidence scores, CombMNZ, see Equa-
tion 2.4.2 and Borda-Count did not achieve real-life applicable performances.



Chapter 8

Conclusions and Future Work

This thesis investigated the merits of Modeling Representation Uncertainty
in Concept-Based Multimedia Retrieval. In Chapter 1 five research questions
(Q1-Q5) were derived from important problems in concept-based retrieval.
In this chapter, Section 8.1 draws conclusions from the answers to these
questions given in this thesis. Section 8.2 proposes future work. Finally,
Section 8.3 ends this thesis with some concluding remarks.

8.1 Conclusions

In this section, conclusions are drawn from the proposed answers in this thesis
to the research questions enumerated in Section 1.5, which will be repeated
in the text below.

8.1.1 Uncertain Representations Ranking Framework

This thesis found the following answers to research question Q1, Can a gen-
eral framework be defined for document representation uncertainty, which
re-uses text retrieval for concept-based retrieval? In Chapter 3 the Uncer-
tain Representation Ranking (URR) framework was proposed which ranks
documents with uncertain document representation re-using a text retrieval
ranking function for concept-based retrieval. The URR framework was in-
spired by the principles of the Portfolio Selection Theory from Markowitz
(1952) which optimizes the percentages of the available budget which should
be invested in a particular share, called the investment percentages.
Although treating different problems, the following parallels between the
proposed URR framework and the Portfolio Selection Theory were identified:

e Documents in a collection can be seen as shares in a stock market (a
collection of shares).

e The score under which a document would be ranked by a text score
function, if the document representation was known, corresponds to
the future win of a share.

135
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e The problem of ranking documents by the uncertain score corresponds
to the list of shares sorted by their investment percentages.

In the Portfolio Selection Theory, the investment percentages are chosen in
such a way that a mixture of the expected total win and its variance are op-
timized. The influence of the variance to this mixture is regulated by a risk
parameter, which represents the risk attitude of an investor. The expected
total win and its variance can be computed by three kinds of components
which are assumed to be known: the expected win of each share, their vari-
ances and the co-variances between the shares. Now, instead of optimizing
the investment percentages, the URR framework optimizes the ranking of
documents.

In parallel to the Portfolio Selection Theory, the URR framework con-
siders the expected score and its variance. Note, since no probabilistic model
for the co-variances of document scores existed, the co-variance of the score
was left for future work. However, there is a difference between how the
Portfolio Selection Theory and the URR framework model the expected win-
s/scores and their variance. In the Portfolio Selection Theory the expected
win and its variance are assumed to be known, while in the URR framework
the reason for the uncertainty of the score is explicitly modeled. The URR
framework assumes that the text score function returns the score based on
the document’s representation but the document’s representation is uncer-
tain and this causes the uncertainty of the score. As a result, the expected
score and its variance were calculated using the probability distribution of
concept occurrences defined during the concept detection.

Similar to the Mean-Variance Analysis framework, which has been re-
cently proposed by Wang (2009) for uncertain text scores, the URR frame-
work ranks documents with uncertain document representation under a mix-
ture of the expected score and the score’s standard deviation. The mixture is
controlled by a risk parameter, which specifies the influence of the standard
deviation (the uncertainty) on the final ranking score value. The standard
deviation, being the square root of the variance, was employed instead of
the variance because the risk parameter was easier to set this way. The
applicability of the URR framework to concept-based retrieval was shown
in experiments in Chapter 5 and Chapter 6, where the framework was ap-
plied using two different text retrieval functions. This leads to the following
conclusion.

Conclusion 1. The document representation uncertainty framework provides
a general and theoretically founded way to re-use text retrieval functions in
concept-based retrieval. Documents are ranked by their expected score and its
standard deviation, resulting from the multiple possible document represent-
ations of a document.
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8.1.2 Automatic Concept Selection and Weighting

Chapter 4 provided answers to the research question Q2, How can the docu-
ment representation and its weights be defined automatically and in a user-
friendly manner for an information need? The desirable properties of such
methods were identified to be the following:

e The retrieval engine should maximize the user’s freedom to formulate
his query. For example, the user should be allowed to use text quer-
ies, as in internet retrieval engines, without knowledge of the concept
vocabulary used by the retrieval engine.

e The selection of concepts and their weights should be collection-specific.
For example, for a general video collection and the information need
“President Obama” the concept U.S. Flag should probably be selected
for searching with a high weight. On the other hand, in a collection of
documentaries on the U.S. presidents, this concept would only intro-
duce noise and should therefore be ignored, since most U.S. presidents
will be shown with a U.S. Flag.

In order to fulfill these requirements, the Annotation-Driven Concept Selec-
tion (ADCS) method was proposed. It builds a textual representation of
the development collection, which was fully annotated with the concepts of
a concept vocabulary. Such development collections, are normally created
for training concept detectors. For a textual query, a standard text retrieval
engine was used to produce a ranked list of shots. The quality of the ranked
list was of a performance similar to current internet retrieval engines. The
text retrieval ranking was then used together with the known concept oc-
currences in the shots to estimate the occurrence probability of concepts
in relevant shots. This probability is used as a weight in several retrieval
functions. Furthermore, the Mutual Information was calculated between a
concept and relevance which in turn was used to select good concepts for the
current information need. The ADCS method allows the user to formulate
its query in text, which many users are used to today. The method does
not require knowledge of the concept vocabulary nor of the collection from
the user. Therefore, the method is likely to be a good support for users to
formulate their queries.

It was shown through experiments that the proposed concept selection
method performs better in terms of the mean average precision and the rank
correlation compared to the text matching baseline proposed by Huurnink
et al. (2008) and the wiki-article baseline which was proposed by us, see Hauff
et al. (2007). Additionally, in Chapter 5 we showed that the concept selection
method achieves significant performance improvements. This leads to the
following conclusion.

Conclusion 2. Using textual representations of collections with known concept
occurrences outperforms the text matching baseline proposed in the literat-
ure, in terms of mean average precision and rank correlation. The provided
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weights can be used in several existing retrieval functions. The concept se-
lection method is likely to support users in formulating their query since no
knowledge of the concept vocabulary or the collection is required and the query
can be specified in text, what many users are used to today.

8.1.3 Support of Longer Video Segments

It is likely that users are interested in other results than whole videos or
single video shots. Therefore, Chapter 6 answered the research question Q3,
How can the retrieval of longer video segments be supported based on concept
occurrence in video shots? This question has been raised occasionally, but
up till now was under addressed. Therefore, our approach was limited to the
retrieval of news items in broadcast news videos, which is an example of a
longer video segment.

An existing segmentation algorithm for broadcast news videos into news
items was used and the news items were modeled as a series of shots each
with binary concept occurrences. As a result, the concept-based document
representations consisted of concept frequencies (counting the occurrences)
rather than single concept occurrences which are normally considered in shot
retrieval. This representation is similar to document representations of term
frequencies in text retrieval. Here, the term frequency is used as a measure of
the importance of a term in a document. Intuitively, this is also true for the
concept frequency. While retrieval performance of this approach is discussed
as an answer to research question Q4, this leads to the following conclusion.

Conclusion 3. Because of the similarity of term frequencies in text retrieval,
concept frequencies are a good measure of the importance of a concept for a
document and therefore suitable as a document representation of longer video
segments.

8.1.4 Performance Impact of the URR Framework

The answers to research question Q4, What is the impact of the proposed
ranking framework and the concept selection and weighting method on the
retrieval performance?, were given in Chapter 5 and Chapter 6 which applied
the URR framework to different document representations. Both instances
are described in the following.

Shot Retrieval In Chapter 5 the Probabilistic Framework for Unobserv-
able Binary Events (PRFUBE) was proposed. Here, the probability of rel-
evance (text) ranking function (Robertson, 1977) was re-used together with
the URR framework to rank video shots with unknown concept occurrences.
Two variants of the application of the URR framework were investigated:
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irect application of the ramework, which calculate e ex-

1) A direct licati f the URR f k, which calculated th
pected score and the variance from the 2" possible document repres-
entations when considering n concepts.

(2) An operational ranking function having a linear runtime complexity
which made the assumption that the prior probabilities of the used
concepts were independent. This variant is referred to as the PRFUBE
framework.

The proposed concept selection and weighting algorithm improved the per-
formance of the PRFUBE framework compared over a baseline approach
using text retrieval scores on concept descriptions. Furthermore, an overall
comparison between seven representative retrieval functions using six pairs
of collections and detector sets including different video domains was un-
dertaken. The performance of the PRFUBE framework was always among
the best two engines. Where it was worse than another engine, this dif-
ference was not significant according to a Wilcoxon signed-rank test with a
significance level of 0.05. Finally, retrospective experiments showed that the
method further benefits from better selection and weightings. This leads to
the following conclusion.

Conclusion 4. The use of the PRFUBE framework, an application of the
URR ranking framework to the probability of relevance ranking function with
binary document representations for shot retrieval, improves the retrieval per-
formance in many collections and shows better average performance than
other retrieval functions.

Segment Retrieval In Chapter 6 the language modeling ranking func-
tion was used together with the URR framework to rank news items in the
uncertain concept (occurrence) language modeling (UCLM) method. Here,
concept frequencies were used as a document representation for a news item.
The Monte Carlo Simulation approach (Metropolis and Ulam, 1949) was used
to approximate the expected score and the standard deviation. The UCLM
was evaluated using relevance judgments derived from a shot retrieval task.
Furthermore, no baselines techniques existed. In order to compare the res-
ults of the UCLM method, five baselines, representing extensions of existing
techniques from shot retrieval, were defined. First, three models which ori-
ginated from confidence score based models, namely CombMNZ, CombSUM
and Borda-Count, see Aslam and Montague (2001). Here, the used confid-
ence score was the average confidence score of the shots in the video segment.
Second, two retrieval models using concept language models in a different way
were investigated. First, the Best-1 method used the classification output of
the concept detectors to estimate the concept frequency. Second, the expec-
ted concept frequency language model used the expected concept frequency
instead of the actual concept frequencies in the language model framework.
The achieved performance of the UCLM approach was significantly better
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than all five baselines. Furthermore, including the standard deviation of the
score with a positive risk attitude resulted in significant improvements over
only using the expected score. This leads to the following conclusion.

Conclusion 5. The use of the UCLM method, an application of the URR
framework, which re-uses the language modeling ranking function, improves
retrieval performance for longer video segments.

8.1.5 Simulation of Improved Detector Performance

Current concept detector performance is still low. This strongly influences
the retrieval performance. Chapter 7 answered the research question QQ5,
How can we predict whether improved concept detection will make a current
concept-based retrieval engine applicable to real-life applications in the fu-
ture? The answer was given by using a Monte Carlo Simulation approach to
simulate detectors with increasing performance to study their influence on
several state-of-the-art retrieval models.

The output from the proposed simulation approach was the detectors’
confidence scores, which were then translated into the posterior probabil-
ity of concept occurrences and binary classification output. Monte Carlo
Simulations require a probabilistic model for the inputs of the simulation,
the confidence scores of the detectors. The proposed probabilistic model
consisted of the parameters of two Gaussian distributions (a mean and a
variance) one for shots where the concept occurred (the positive class) and
one for shots where the concept was absent (the negative class). For a given
parameter setting of the probabilistic model and a collection with known
concept occurrences, a simulation run was performed as follows. The simu-
lation result was the expected search performance of a retrieval model for a
given expected detector performance. The advantages of this model are that
the simulation parameters and the detector performance can be adjusted
stepwise. We assume that a search performance of 0.20 MAP for a concept-
based retrieval engine is sufficient for real-life applications, which is a search
performance often achieved by internet retrieval engines of participants of
the TREC workshop (Hawking, 2000).

The first experiment stepwise increased the mean of the Gaussian distri-
bution for the positive class and investigated the resulting performance of
video shot retrieval. The two retrieval models which were based on (the rank
of) confidence scores showed a modest increase of the search performance
with an increasing detector performance and stabilized at a low search per-
formance compared to the other two models. The retrieval model which was
based on classification output showed a slower increase in search performance
but stabilized at a higher search performance, given nearly perfect detectors.
For the PFUBE framework, which was proposed in Chapter 5, the search
performance increased faster with the detector performance than with other
retrieval models and stabilized at the same high performance as the retrieval
model which was using the classification output. The search performance
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threshold of 0.20 MAP, which was assumed to be sufficient for real-life ap-
plications, was achieved by the PRFUBE framework at the lowest detector
performance level of 0.62 MAP. Given the low performance of today’s detect-
ors, for a retrieval engine to achieve this performance, concept detectors still
need to improve, but then concept-based retrieval is a promising approach
to multimedia retrieval. This leads to the following conclusion.

Conclusion 6. Under improved concept detector performance, the search
performance of the PRFUBE increased the fastest and achieved the highest
performance, outperforming confidence score and classification based retrieval
models. A sufficient search performance level of 0.20 MAP (see above) was
achieved by the PRFUBE framework at a detector performance of 0.62 MAP.
Therefore, once concept detectors achieve this performance, concept-based
multimedia retrieval will be ready for real-life applications.

The second experiment simulated detectors which had more extreme dif-
ferences in their confidence about concept occurrences. This was achieved by
fixing the mean of the positive class at a high value and stepwise increasing
the variance of the positive class. As a result, the detector and search per-
formance of the described four retrieval models decreased. Furthermore, the
distinct decrease of the search performance of 0.15 MAP was disproportion-
ate to the slight decrease of the detector performance of 0.03 MAP. Using
perfect concept selections and weightings, the Borda-Count retrieval model,
which only takes into account the ranks of the confidence scores (rather than
their values) showed the most stable performance. However, using a realistic
concept selection and weighting algorithm, the PRFUBE framework stayed
at a higher performance than four other retrieval models. This leads to the
following conclusion.

Conclusion 7. The search performance of today’s retrieval models is sens-
itive to concept detectors with a high confidence score variance.

Additionally, the disproportionate decrease of the search performance
compared to the detector performance is an unexpected finding of this thesis.
Although the precise reason for this was not investigated, the finding indic-
ates that the MAP measure for detector performance is not always a good
indicator for the usefulness of a set of detectors for retrieval. This leads to
the following conclusion.

Conclusion 8. The mean average precision performance measure of a de-
tector set does not fully explain the helpfulness of a detector set for retrieval.

The final experiment stepwise increased the mean of the Gaussian dis-
tribution for the positive class and investigated the resulting performance of
video segment retrieval. Here, the impact of the changed detector perform-
ance on the UCLM framework, proposed in Chapter 6, and five proposed
baselines, see Section 8.1.4, was investigated. The outcome was similar to
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the change of the detector mean for the positive class. The CombMNZ
method, as the best confidence score based retrieval model, achieved a max-
imum search performance of 0.18 MAP. On the other hand, the methods
based on the confidence occurrence achieved a performance above 0.35 MAP
and increased faster in search performance given an increase of the detector
performance. The UCLM approach achieved the best performance with 0.38
MAP under perfect detection. This leads to the following conclusion.

Conclusion 9. Concept-based retrieval models which are based on concept
frequencies reach sufficient search performance under a lower detector per-
formance.

Furthermore, the UCLM framework and the Expected Concept Frequency
Language Model (ECFLM) achieved a real-life applicable search performance
of 0.20 MAP at a detector performance of 0.28 MAP, which is a much lower
performance than required for shot retrieval. Since a state-of-the-art detector
set achieves a detector performance of up to 0.40 MAP (van de Sande et al.,
2010) this suggests that a real-life applicable search performance is possible
today for the particular collection. This leads to the following conclusion.

Conclusion 10. At least for news item search under the given setting, video
segment retrieval is an easier task for concept-based retrieval engines than
wvideo shot retrieval. Since one can argue that the tasks are equally relev-
ant to real-life applications, video segment retrieval is an important research
direction to pursue.

8.2 Proposed Future Research

In the course of the work reported here, investigations were sometimes limited
to basic approaches in order to be able to focus on the most important aspects
of the topic. Furthermore, for some findings in this thesis, it is worthwhile to
investigate, whether they can also be applied to other areas in information
retrieval. Therefore, a description of these investigations are proposed for
future research and listed in the following.

8.2.1 Uncertainty Modeling in Information Retrieval

Document Dependencies Inspired by the co-variance of share wins in the
Portfolio Selection Theory and the nature of videos, it seems likely
that the representation of some video segments will depend on each
other, for example if one is situated right after the other. However, as
yet there are no probabilistic models available for these dependencies
which would allow us to exploit them. Therefore, the exploration of
document dependency models is proposed for future work.
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Integration and Comparison of Uncertainties Models There is work
on other kinds of uncertainties in an information retrieval engine than
the URR framework: Wang (2009) proposes in the Mean Variance Ana-
lysis framework to consider the score of a document to be distributed
around the result of the score function. Furthermore, the query classes
by Yan (2006) assume that there are multiple score functions, each
having different weights, and it is unknown which score function is the
correct one for a given information need. The two above approaches
are orthogonal to the URR framework and it is proposed for future
work, to investigate whether they can be integrated.

Adaptation to Spoken Document Retrieval Although the spoken terms
in recordings are different features than concept occurrence, they carry
the same characteristics: the automatic speech recognition engines
also make observations, which correspond to the confidence scores of
concept detectors, and the decision as to which terms have been said
is commonly made based on probabilistic models. Therefore, the URR
framework could also be applied to spoken document retrieval.

Include Detector Performance Throughout this thesis, all concept de-
tectors were treated equally. However, it is a known fact that the
detector performance differs between frequent and rare concepts. Fur-
thermore, Yang and Hauptmann (2008b) find that concept detector
quality strongly depends on the domain the detectors are trained on.
Therefore, it is proposed to investigate how these performance differ-
ences can be integrated.

Improved Sampling Methods The number of possible representations of
a document quickly grows too large to consider all of them when de-
termining the expected score and its variance. In this thesis, the
Monte Carlo Simulation approach was proposed to reduce the num-
ber of considered document representations. However, there are more
advanced sampling methods, which further reduce the required number
of samples. Therefore, the integration of these methods is proposed for
future work.

8.2.2 Concept Selection and Weighting

Evaluation Concept Weightings In this thesis only the concept selection
part of a concept selection and weighting algorithm are evaluated. How-
ever, the weights assigned to each of these concepts also influence the
final retrieval result. Therefore, future work should investigate how to
evaluate the assigned values of concept weights.

Inclusion of Search Collection The proposed concept selection method
operated on an annotated development collection and it was assumed
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that concept occurrences in relevant shots were similarly distributed in
the search collection. However, for collections from different domains
this might not hold. Therefore, future work should investigate ways
to integrate the conditions of the concept occurrences in the search
collection with the proposed concept selection and weighting algorithm.

8.2.3 Retrieval of Longer Video Segments

Concept Based Segmentation Besides the retrieval of longer segments,
it is also difficult to first segment a video into semantic units. Until
now, successful segmentation was only achieved with video data which
had some regularity. For example, an anchorman who appears at the
beginning of each news item can be used for segmentation. However,
with more diverse data it is difficult to recognize patterns in the video.
On the other hand, if a video has been described by a series of shots
with actual concept occurrences and absences, it is possible that the
concept occurrences have a clearer pattern. For example, if a sequence
of shots contains People and Animals, surrounded by shots which con-
tains Streets and Houses this pattern could be used to create three
segments, assuming that for each shot boundary a segment bound-
ary score could be calculated. However, the concept occurrences are
unknown and using the parallel to the URR framework the expected
segment boundary score can be calculated. The video should then be
segmented by the highest expected segment boundary score in a region
of shots.

Task Evaluation Evaluation platforms, such as TRECVid and TREC, are
already major enablers of many information retrieval tasks due to the
provision of standardized collections, relevance judgments and evalu-
ation methodology. Therefore, future work should investigate whether
the retrieval of longer video segments could be included as a new search
task, to make research in this direction comparable.

8.2.4 Detector Simulation

Different Simulation Parameters In the proposed simulation all concepts
used the same simulation parameters except of a different prior. How-
ever, it is realistic to assume that detectors for frequent concepts are
more accurate (have a better parameter setting) than rare concepts.
Furthermore, the assumption that either the mean of a class or its
variance changes is unrealistic, since a better detector model (higher
difference in the class’s mean) is supposedly less confident at more sel-
dom shots (which increases the variance). Therefore, future research
should investigate how the simulation parameters can be varied in a
more realistic way.



8.3 — Concluding Remarks | 145

Evaluation of detectors The increase of the variance of the positive class
resulted in a disproportionately high decrease of search performance
compared to the detector performance, both measured by the mean
average precision. This suggests that the mean average precision of the
detector output is not always a good indicator of the search perform-
ance which is the ultimate goal of a retrieval engine. Therefore, the
reasons for the disproportion between the search performance meas-
ures and possible better measures of detector performance should be
researched in the future.

8.3 Concluding Remarks

Concept-based multimedia retrieval has a great potential to allow users to
search in multimedia collections. Since it is independent from costly and
language-dependent textual metadata, the concept-based retrieval paradigm
allows searching in different modalities, which is problematic for other re-
trieval methods. This thesis has shown principal ways to help achieving this
goal. Although concept detector research is still endeavoring to improve de-
tector performance, simulations performed in this thesis suggest that once
this has been achieved concept-based multimedia retrieval will be applicable
to large-scale real world applications in the future.






Appendix A

Extract from Probability Theory

This appendix is an elaboration of the introduction of probabilities in Sec-
tion 2.2.1. The elements from this theory are defined here.

Basic Definitions

Events, Event Space and Probability Measure Probabilities are al-
ways used in reference to a probabilistic event space (a set of events). Through-
out this thesis the uniform probability measure will be assumed, where each
event has the same probability.

Random Variables A random variable Z is a function of an event to the
function’s range. As common in probabilistic notations, random variables
will be denoted in upper case. Note, that the definition of a feature and
random variable are similar. However, to conform to standard notation,
random variables will be used in the context where a set of documents is
considered, while the feature notation will be used if the focus is a single
document. A random variable is called discrete, if the range is a countable
set dom(Z). Note, most often used ranges are subsets of the natural numbers,
dom(Z) C IN. However, in this thesis also other sets are used, which is why
the definition is kept more general.

Prior and Conditional Probability Now, two probabilistic functions,
which are used in this thesis, are defined. Let Z be a probabilistic event
space and Pz be the probability measure on this space. Furthermore, let Z;
and Z, be two discrete random variables. The prior of Z; and the con-
ditional probability of Z; given a value of Z; are defined as follows; for
k € dom(Zy),l € dom(Z,):

PZ(ZI — k) — |{€ € Z||Z21T6) _ k}’

{e € 2 4(c) = b, Zo(e) = 1}
Pt = K& =) = 0z e = 1)
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The prior and conditional probability of vectors of random variables, 7y or
Zs, are equivalently defined to the one above. For a Boolean random variable
7, € B the common notation of Z; for Z; = 1 and Z; for Z; = 0 is used.
Often, the name of the random variable will be left out for brevity reasons if
the value indicates which variable it belongs to, for example: P(Z;|z) is the
probability of Z; being 1 given that the random variable Z, is equal to 2.

Models for Probabilities Probabilities are seldom known exactly and
there two common ways to model them: Generative models and discrimin-
ative models. Let Z; be a discrete and Zs a continuous random variable. In
a generative model using the Bayesian view of probabilities a probability is
given as follows; for k € dom(Z;) and [ € R:

p(Z2 = Z|Zl = k‘)PZ<Zl = k’)

Ps(Z=klZ=1)= Al
(= Hka=1) S wew D(Z% = U7 = k') Pz(Z = I) (A1)

Here, p(Zy = 1|Z; = k) € RT is the likelihood of Z, being I, given Z; is
k. On the other hand, a discriminative model defines the posterior prob-
ability through a function which maps its input variables directly (without

the detour of likelihoods and priors) to the interval [0 : 1]. For example, for
k € dom(Zy) and | € R:

1
Pz(Z|Zy=1) = ——— A2
(4% =1) 1+ exp(—1) (A-2)
Here, the right side is a logistic function mapping the values of Z; to the
interval [0 : 1].

Functions of Random Variables The notion of a function of random
variables is seldom used in information retrieval. If Z is a random variable
defined on an event space Z and f : dom(Z) — X is a function mapping
values from the domain of Z to another set X'. We will write F' := f(Z) and
mean another random variable F' which is defined as:

Fle)=f(Z(e)), VYeeZ

Here, the random variable F' maps each event e to the application of f on the
result of the application of Z on the event e. We will use the notation as a
function (f instead of F') for the calculation of expected values and variances.

Expectations of Random Variables We now define the expected value of
a function of a random variable given the value of another random variable.
Let Zy := f(Z;) be a function of the random variable Z;. The expected value
of Z5 is defined as follows.

EZ)= > [f(a)Pz(% =) (A.3)

z1€dom(Zy)
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Furthermore, the variance of Z; is defined as follows:

var|Zy|z) = E|Z3] — E[Z,)? (A.4)
with
B|Z;]) = Z f(2)*Pz(Zy = &) (A.5)
z1€dom(Zy)

The co-variance between two random variables Z; and Z5 is defined as follows:
COV[Zl, ZQ] = E[Z1Z2] - E[Zl] E[ZQ] (A6)

Additionally, following laws of expectations and variances hold.

Elcz] = c¢E|[Z)] (A7)
E _izi_ - iE[Zi] (A8)

\E;:[lc 7] = ?var[zl] (A.9)
var izi - Zl var[zi]fifcov[zi,zj] (A.10)

Here, ¢ is a constant and Z; with 1 < ¢ < n are random variables. Instead
of expectations we also sometimes use conditional expectations. In this case,
the probability distribution is a conditional probability distribution. For
example, let Z, := f(Z;) be a function of the random variable Z;. The
conditional expected value of Z, given a value z3 of a random variable Z; is
defined as follows.

E[ZQ|23] = Z f(Zl)Pg(Zl = 21|23) (All)

z1€dom(Zy)

Here, Pz(Z|z) is the conditional probability distribution. Since variances
and co-variances can be defined as expectations, they can also be conditional,
using the same notation as for expectations.

Document Specific Random Variables

An important notion in the Portfolio Selection Theory (Markowitz, 1952),
the Mean-Variance Analysis framework (Wang, 2009) and in the proposed
Uncertain Representation Ranking framework, proposed in Chapter 3, are
random variables which are specific to a single document (or a share). This
kind of random variables is rarely used in information retrieval where random
variables are normally used to make statements over groups of documents.
To improve the intuition, the notion of document specific random vari-
ables is explained using the demonstrative urn metaphor from Section 2.8.
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Figure A.1: Visualization of the meaning of a document specific random
variable.

Thought Experiment A.1. Considering a single concept C', we only know
the confidence score o, of the detector for C for the document dy in the
collection D. The document dy can be seen as a wrapped ball which was
randomly drawn from an urn labeled oy, in which all ball in the universe
of document Q are placed which have this confidence score. The probability
to draw any document in which a concept occurs with confidence score o0q
is Po(Cloy). Therefore, if we now consider a particular document d in the
collection D, we can describe its uncertain concept occurrence by the random
variable C(d). Because the document was randomly drawn, the probability of
the concept occuring in d is Po(C(d)|o1) which is equal to the probability of
the concept occuring in any document with confidence score oy, Po(C|oy).
Furthermore, if we define a score function scoreq : F - R for any

document d with a certain representation f(d), all documents in € carry
a score value. However, since the document representation is uncertain, we
describe the score value by the random variable S(()d). In the above case of a
document representations of only one concept , this score value can only take
one of two different values, namely scoreq(0) and scoreq(1). The probability
that the document d takes the value scoreq(1) is equal to the probability that
the concept occurs occurs in the document, P(C(d)|o1). If we increase the
number of considered concepts in the document representation ﬁ, the number
of possible score values increases.

If longer video segments are moldeled as series of shots, a segment d can
be imagined as set of balls d.sy, ..., d.sqy. Considering only a single concept,
we assume each was randomly drawn from the urn o(d.s;) respectively. As
a result, there are dl + 1 possible term frequencies for the document d, each
with a certain probability. If a score function is now defined on the term
frequency it can also take as many different values.
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Abstract

This thesis considers concept-based multimedia retrieval, where documents
are represented by the occurrence of concepts (also referred to as semantic
concepts or high-level features). A concept can be thought of as a kind of
label, which is attached to (parts of) the multimedia documents in which
it occurs. Since concept-based document representations are user, language
and modality independent, using them for retrieval has great potential for
improving search performance. As collections quickly grow both in volume
and size, manually labeling concept occurrences becomes infeasible and the
so-called concept detectors are used to decide upon the occurrence of concepts
in the documents automatically.

The following fundamental problems in concept-based retrieval are identi-
fied and addressed in this thesis. First, the concept detectors frequently make
mistakes while detecting concepts. Second, it is difficult for users to formu-
late their queries since they are unfamiliar with the concept vocabulary, and
setting weights for each concept requires knowledge of the collection. Third,
for supporting retrieval of longer video segments, single concept occurrences
are not sufficient to differentiate relevant from non-relevant documents and
some notion of the importance of a concept in a segment is needed. Fi-
nally, since current detection techniques lack performance, it is important
to be able to predict what search performance retrieval engines yield, if the
detection performance improves.

The main contribution of this thesis is the uncertain document represent-
ation ranking framework (URR). Based on the Nobel prize winning Portfolio
Selection Theory, the URR framework considers the distribution over all
possible concept-based document representations of a document given the
observed confidence scores of concept detectors. For a given score function,
documents are ranked by the expected score plus an additional term of the
variance of the score, which represents the risk attitude of the system.

User-friendly concept selection is achieved by re-using an annotated de-
velopment collection. Each video shot of the development collection is trans-
formed into a textual description which yields a collection of textual descrip-
tions. This collection is then searched for a textual query which does not
require the user’s knowledge of the concept vocabulary. The ranking of the
textual descriptions and the knowledge of the concept occurrences in the de-
velopment collection allows a selection of useful concepts together with their
weights.
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The URR framework and the proposed concept selection method are used
to derive a shot and a video segment retrieval framework. For shot retrieval,
the probabilistic ranking framework for unobservable events is proposed. The
framework re-uses the well-known probability of relevance score function
from text retrieval. Because of the representation uncertainty, documents
are ranked by their expected retrieval score given the confidence scores from
the concept detectors.

For video segment retrieval, the uncertain concept language model is pro-
posed for retrieving news items — a particular video segment type. A news
item is modeled as a series of shots and represented by the frequency of each
selected concept. Using the parallel between concept frequencies and term
frequencies, a concept language model score function is derived from the lan-
guage modelling framework. The concept language model score function is
then used according to the URR framework and documents are ranked by
the expected concept language score plus an additional term of the score’s
variance.

The Monte Carlo Simulation method is used to predict the behavior of
current retrieval models under improved concept detector performance. First,
a probabilistic model of concept detector output is defined as two Gaussian
distributions, one for the shots in which the concept occurs and one for the
shots in which it does not. Randomly generating concept detector scores for a
collection with known concept occurrences and executing a search on the gen-
erated output estimates the expected search performance given the model’s
parameters. By modifying the model parameters, the detector performance
can be improved and the future search performance can be predicted.

Experiments on several collections of the TRECVid evaluation bench-
mark showed that the URR framework often significantly improve the search
performance compared to several state-of-the-art baselines. The simulation
of concept detectors yields that today’s video shot retrieval models will show
an acceptable performance, once the detector performance is around 0.60
mean average precision. The simulation of video segment retrieval suggests,
that this task is easier and will sooner be applicable to real-life applications.
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Overview of Notation

DY D0

—_

—~

dom

=
< &

B!

QF
w
selectNweight;p(qf)

retfuncID<ﬁ, w>(f : dom(ﬁ))

scoreg (f)

b

If | LF
0/0
t/T

if | TF
c/C

cf |CF
r/R

P(CIR)

P(C)

General

Document

Document Universe

Collection D = {dy, ..., dn}

Universe of documents

Query

Domain of variable or feature

Feature F : Q) — dom(F)

Feature value of feature f for document d
Document feature vocabulary V a set of fea-
tures

Generic document representation for current
query F= (Fy,..., F,) each F; €V

Query features

Weighting function w : V — IR

Selection and weighting method, results in
(F,w)

Retrieval function instantiated for query rep-
resentation F with weighting w accepting ar-
guments of type dom(ﬁ)

Score function for query ¢ derived from a re-
trieval function, results in IR

Risk Attitude, system parameter

Concrete features / Random variables
low-level feature LF : Q) — IR

Confidence score feature O : 2 — IR

Term occurrence feature 7 : Q) — 1B

Term frequency feature TF : (2 — IN
Concept occurrence feature C': (2 — IB
Concept frequency feature CF : Q — IN
Relevance to the current query R : (2 — IB
Concrete weights

Probability of concept occurrence
Collection Statistics

Concept Prior
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